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Parte | Os aspectos introdutorios do tema;
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es sobre os direitos da personalidade;

Parte 1l Analise da questao da adequagao da responsabilidade civil, de seus institutos, fungdes e
pressupostos a realidade desvelada pela IA;

Parte IV Dedicada as interacoes entre a Inteligéncia Artificial e o tema da protecao de dados pesso-
ais e a correlata seguranga da informagao;

SParte V. Sjo discutidos temas sabre publicidade, relagdes de consumo e opacidade algoritmica;
Parte VI Dedicada aos impactos.dos algoritmos no direito pablico;

Parte VIl Trabalhos refacionados aos direitos humanos e as influéncias dos algoritmos em ques-

toes do cotidiano;
Parte VIl Cuida das relacdes entre a Inteligéncia Artificial e a educacao digital,
Parte 1X  Relacionada s interagdes entre algoritmos, contratos e a rede blockchain:
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Parte XI

Estudo das nanotecnologias e da casuistica da IA em ar, mar e terra, viabilizada por drones,
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Parte XII  Dedicada as influéncias de algoritmos de Intelig
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ridicos, a saber: o di

eito penal, o direito do trabalho, o direito tributario, o direito das
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ordenamento portugués quanto a viabilidade sucesséria de contas ou perfis em redes
sociais. Finalmente, encerram a obra Miguel Kfouri Neto e Rafaella Nogaroli, com
o capitulo intitulado “Inteligéncia Artificial nas decisoes clinicas e a responsabilidade
civil médica por eventos adversos no contexto dos hospitais virtuais”, em que exploram
densamente os variados impactos dos algoritmos de IA sobre o direito médico e da
saude, particularmente no i dor contexto dos hospitais virtuais.

Como se pode ver, a obra, em sua inteireza, busca trazer perspectivas variadas
e abrangenles sobre os principais lmpaclos dos algoritmos de 1A nos diversos ramos
juridicos. Os dial entres pesq brasileiros, portugueses e de outras nacio-
nalidades enriquece a compreensio que, hoje, ja ¢ essencial a todos os operadores do
direito e fomenta inquietagées e perspectivas para que se avance no estudo do tema,
sempre com olhares propositivos.

Desejamos a todos uma agradével experiéncia de leitura!

Coimbra/Belo Horizonte, fevereiro de 2021.

Mafalda Miranda Barbosa

Felipe Braga Netto

Michael César Silva

José Luiz de Moura Faleiros Junior
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Sumirio: 1. Consideragdes iniciais. 2. Pessoas com deficiéncia, acessibilidade e tecnologias
assistivas: a inclusdo por meio da tecnologia. 3. Inteligéncia artificial: beneficios e riscos as
pessoas com deficiéncia. 4. Os confins do humano e as pessoas com (d)eficiéncia na era da
inteligéncia artificial. 5. Consideracdes finais. 6. Referéncias.

1. CONSIDERAGOES INICIAIS

A inteligéncia artificial ja ¢ uma realidade no cotidiano de diversas pessoas, ainda
que sequer tenham consciéncia do seu funcionamento e alcance. A ideia de maquinas
inteligentes que tomam decisdes a partir de uma programacéo a partir de dados captados
exerce profundo fascinio em parcela da sociedade, embora os riscos e efeitos ainda sejam
desconhecidos. No entanto, a inteligéncia artificial tem relevante papel na inclusao das
pessoas com deficiéncia, permitindo uma vida independente e com melhor qualidade
de vida. Nessa linha, ha de se destacar que o propésito da Convengao sobre os Direitos
das Pessoas com Deficiéncia (CDPD), o qual constitui obrigacao de seus signatarios, &
promover, proteger e assegurar o exercicio de todos os direitos humanos e liberdades

Artigo originalmente publicado em BARBOZA, Heloisa Helena; ALMEIDA, Vitor. Pessoas com (d)eficiencia e

inteligéncia artificial: primeiras reflexdes. In: TEPEDINO, Gustavo; SILVA, Rodrigo da Guia (Coord.). O Direito

Civil na era da inteligencia artificial. Sao Paulo: Thomson Reuters, 2020, p. 83-102. Para a presente publicacio o
foi revisto, lizad liade
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fundamentais por todas as pessoas com deficiéncia, de modo pleno, equitativo e efetivo
nasociedade, sem qualquer tipo de discriminagao por causa de sua deficiencia. Conforme
definido na Convengio, a deficiéncia resulta da interacao de um impedimento indivi-
dual de longo prazo de natureza fisica, mental, intelectual ou sensorial, com as diversas
barreiras existentes na sociedade, as quais podem obstruir sua participacao. A elimina-
o, ou pelo menos o afastamento, dessas barreiras €, por conseguinte, indispensavel
para possibilitar o exercicio dos direitos assegurados as pessoas que tem algum tipo de
impedimento. Esta ¢, sem duvida, uma das preocupagdes das Partes convenentes, que
assumiram vérias obrigagoes voltadas para esse fim, desde a realizacao e promogao da
pesquisa e o desenvolvimento de novas tecnologias, incluidas as tecnologias da infor-
magao e comunicagao, até ajudas técnicas para locomogéo, dispositivos e tecnologias
assistivas, adequados a pessoas com deficiéncia, com prioridade para as tecnologias de
custoacessivel, além da adogao de medidas apropriadas para garantir o oferecimento de
adaptagoes razodveis (art. 4,1, ge h; art. 5, 3).

No cendrio tecnologico, adenominada inteligénciaartificial (IA) ganhou impulso,
qualificado como “definitivo™, no final do século XX, com a evolugao da internet e
dos microprocessadores, 2 qual se somaram diversas inovagoes. Nao tardou, porém,
que este novo impulso fizesse igualmente crescer os mitos e medos gerados pela 1A
ou, como os estudiosos do tema tém demonstrado, criados pela indistria cinemato-
graficaamericana, que tem indiscutivel influéncia nas crencas sociais. Afinal, o quese
tem constatado em virias situagdes decorrentes dos avangos tecnocientificos é que “a
vida imita a arte muito mais do que a arte imita a vida”, como afirmou o genial poeta
e escritor Oscar Wilde.?

Nao hé duvidas, porém, quanto aos beneficios proporcionados 2 humanidade
pela A, alguns jd incorporados ao cotidiano e dos quais a maioria das pessoas nao se da
conta. Tal fato, contudo, nao deve afastar os questic que nao se confundem
com a ficcdo, postos em diferentes campos de pertinéncia pela IA, como os que dizem

peito ao cabi > e limites de regul 40 da matéria, sob diversas vertentes,
inclusive a ética.

Nessa linha, a IA se apresenta as pessoas com deficiéncia como um caminho para
suas vidas, especial quando se trata de acessibilidade, tecnologia assis-

tiva ou ajuda técnica e comunicagao. Se considerada uma das denominadas “leis da1A”,
gundoaqual “desafio gerainteli ia”, ouseja, ela “so existe emrazao de desafios”, as
possibilidades de criagao de meios para solugao de problemas das pessoas com deficiéncia
se potencializam. Lembre-se que as barreiras que se contrapoem a um impedimento in-
dividual configurando a deficiéncia, constituem desafios cotidianos a serem enfrentados
pelas pessoas com deficiéncia, e que com frequeéncia impedem o exercicio de direitos.
Nesse cendrio, verifica-se o progressivo uso de 1A aplicado as tecnologias de assistencia
€ promocao a pessoa com deficiéncia, a exemplo do aplicativo desenvolvido pela Intel

h

SO
2. PEIXOTO, Fabiano Hartmann. SILVA, Roberta Zumblick, Martins da. Inteligéncia artificial e direito. Curitiba:
Alteridade, 2019, p. 24.
3. WILDE, Oscar. Pen, pencil and poison: a study in green. In: Intentions, posigao 273 [E-book]
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em parceria com a SwiftKey para facilitar a comunicagao do cientista Stephen Hawking
ou os aparelhos como OrCam MyEye 2*, Robobear® e robo Pepper da SoftBank Robotics.®

Desse modo, a aplicabilidade e a potencialidade da 1A permitem uma vida com
maior independéncia e autonomia das pessoas com deficiéncia, o que vai ao encontro
dos propositos da Convengao. Por outro lado, ¢ preciso garantir na regulaio dos im-
pactos atuais e vindouros das tecnologias de IA o respeito aos direitos fundamentais, a
concreta vontade das pessoas com deficiéncia e as suas particularidades, com o propésito
de inclusio social a partir das suas diferengas e em igualdade de condigoes propiciadas
por meio das tecnologias assistivas com base na inteligéncia artificial.

O presente trabalho, elaborado com base em pesquisa bibliografica e levantamento
de documentos, inclusive noticiosos, nao se propoea tratardalA, tarefaaque muitos tém
se dedicado com sucesso. Busca-se aqui, a partir de nocoes elementares sobre 1A, mas
que permitem ilagdes, alinhar algumas primeiras reflexaes sobre o que pode significar
ou quais os efeitos dessa “melhoria de vida” das pessoas com deficiéncia para o Direito,
em particular apos a Convengéo.

2. PESSOAS COM DEFICIENCIA, ACESSIBILIDADE E TECNOLOGIAS ASSISTIVAS:
A INCLUSAO POR MEIO DA TECNOLOGIA

A LeiBrasileira de Inclusao da Pessoa com Deficiéncia, também denominada Esta-
tuto da Pessoa com Deficiéncia’ (Lei n. 13.146), de 06 de julho de 2015, foi promulgada
com a finalidade de assegurar e a promover, em condicoes de igualdade, o exercicio dos
direitos e das liberdades fundamentais por pessoa com deficiéncia, e principalmente
sua inclusao social e efetivacao plena de sua cidadania. O escopo protetivo do Estatuto
atende a uma populagao de quase 46 milhoes de pessoas no Brasil, o que corresponde a
25% da populagio brasileira®, que integram os 15% da populacao mundial, cerca de um

-

Segundo ossite do aplicativo, cuida-se e “dispositivo de tecnologia assistiva vestivel mais avangado para cegos e
ds .que lé texto, hy dentifi d ‘mais”. Disponivel em: https:/www.
orcam.com/pumyeye2/. Acesso em 05 jun. 2020.

“Empresa cria robo em formato de urso que ajuda a cuidar de idosos ¢ pessoas com deficiéncia fisica. A velhice
traz algumas limit a i cuid: peciais. 1 para idosos que tém problemas de
saude. Para facilitar a vida dessas pessoas - que, muitas vezes, enfrentam dificuldades em encontrar cuidadores
- cientistas da empresa japonesa Rike e da Sumitomo Riko Company Limited desenvolveram um robo chamado
Robear (mistura entre Robot ¢ Bear, “Robo" e “Urso” em portugués), que ¢ capaz de realizar tarefas como levantar
um paciente de uma cama ou de uma cadeira de rodas e ajudd-lo a deitar-se. O novo robd tem o formato de um

“

pesa lose p T- Alémdisso, qt
€ sensores titeis inteligentes de borracha, para movimentos suaves que permitem levantar e ajudar os pacientes
com seguranga e conforto e até braga-los”. Disponivel ps: h com.br/2015/05/robo-
f d que-ajuda-a-cuidar-de-idosos/. A :05 jun. 2020.
6. “Apresentado em 2014, vendido em 2015 no Japao e em 2016 em alguns paises ocidentais, o rob6 Pepper ¢ uma
2 : b A
b incipal atrati i d " Disponivel: hup:
SO 5/13/conheca-pepper-robo-que-1 i i
no. Acesso em: 05 jun. 2020.
7. Neste trabalho designada Estatuto ou EPD
8. Dadossob Igum tip d de 2010. Disponivel fip://ftp.
ibge gov br/Censos/Censo_ 2010/C: isticas_Gerais_Religiao_Defici 3.pdf. Acesso

em 30ago. 2014. Ver também matéria veiculada na Agéncia Brasil, em 29 de junho de 2012. Disponivel em hitpy/
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bilhao de pessoas®, afetadas por algum tipo de deficiéncia, as quais até entao se encon-
travam invisibilizadas pelo direito brasileiro. O Estatuto constitui, sem duvida, desde
que aplicado de modo adequado, medida eficiente para que as pessoas com deficiencia
obtenham os instrumentos necessarios para ter uma vida digna e independente.

O EPD ¢ o marco legal de cumprimento a Convencao Internacional das Nagoes
Unidas sobre os Direitos das Pessoas com Deficiéncia (CDPD) e seu Protocolo Facul-
tativo. A também denominada Convengao de Nova York foi ratificada pelo Congresso
Nacional através do Decreto Legislativo n. 186, de 09 de julho de 2008, e promulgada
pelo Decreto n. 6.949, de 25 de agosto de 2009, e, portanto, ja se encontra desde entao
formalmente incorporada, com forga, hierarquia e eficacia constitucionais, ao plano
do ordenamento positivo interno do Estado brasileiro, nos termos do art. 5°, § 3°, da
Constituigao Federal.'

O proposito da Convengao expressamente previsto em seu art. 1 ¢ “promover,
proteger e assegurar o exercicio pleno e equitativo de todos os direitos humanos e li-
berdades fundamentais por todas as pessoas com deficiéncia e promover o respeito pela
sua dignidade inerente”. Reconhece, ainda, a Convengao “que a discriminacao contra
qualquer pessoa, por motivo de deficiéncia, configura violagao da dignidade e do valor
inerentes ao ser humano™"'. Trata-se, portanto, de norma que busca, sobretudo, a efeti-
vidade de seus comandos em prol da inclusao das pessoas com deficiéncia em paridade
de oportunidades com as demais pessoas.

A partir do modelo social preconizado pela Convengao, o conceito de pessoa com
deficiéncia é apresentado no art. 1 “aquelas que tém impedimentos de longo prazo de
natureza fisica, mental, intelectual ou sensorial, os quais, em interacio com diversas
barreiras, podem obstruir sua participacao plena e efetiva na sociedade em igualdades
de condigoes com as demais pessoas”. Deve ser destacado que a Convengio reconhece
seradeficiencia “um conceito em evolugio e que a deficiéncia resulta da interagio entre
pessoas com deficiéncia e as barreiras devidas as atitudes e a0 ambiente que impedem a
plenae efetiva participacdo dessas pessoas na sociedade em igualdade de oportunidades
com as demais pessoas”.'?

Os principios gerais da Convengao encontram-se noart. 3, asaber: a) o respeito pela
dignidade inerente, a autonomia individual, inclusive a liberdade de fazer as proprias
escolhas, eaindependénciadas pessoas; b) anao discriminacao c) aplenae efetiva parti-

memoria.ebc.com. 1a/2012-06-29/pessoas Jefi 24-da-popul

~brasileira-mostra-censo. Acesso 30 ago. 2019.

Dados que tomam como base as estimativas da populagao mundial de 2010. Informagoes extraidas do Relatorio

dz Organizagio Mundial de Saude (WHO) sobre pessoas com defciencia Tradugao disponivel em hup /s
ATORIO_MUNDIAL_COMPLETO.pdf. Acessoem 23
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cipacdo e inclusao nasociedade d) orespeito pela diferenga e pelaaceitacao das pessoas
com deficiéncia como parte da diversidade h edal idade e)aigualdade de
oportunidades f)aacessibilidade g)aigualdade entreohomemeamulher h) o respeito
pelo desenvolvimento das capacidades das criangas com deficiéncia e pelo direito das
criancas com deficiéncia de preservar sua identidade.

Indispensavel destacararelevante trajetériade reconhecimento dadeficiénciacomo
umaquestio dedireitosh comsuas ¢ juentesimplicacoes nosordenamentos
dos Estados partes, que culminou com a aprovacao da Convengao. Essa inegavel con-
quista se deve a uma evolucéo que vem ocorrendo no Direito desde a década de 1980,
que contou com participagao ativa e mobilizada das pessoas com deficiéncia®. Outro
ponto que merece destaque é a adogao do modelo social na compreensao do fenomeno
da deficiéncia que parte da premissa de que ela se deve em grande parte a uma sociedade
que “nao considera nem tem presente as pessoas com deficiéncia”. Importa, nesse sen-
tido, o releve que a Convengao deu a autonomia da pessoa com deficiéncia para decidir
sobre sua propria vida e para isso se centra na eliminacao de qualquer tipo de barreira,
para que haja uma adequada equiparacao de oportunidades.'*

Nessa linha, o artigo 12 da Convencéo causou grande impacto nos ordenamentos
nacionais, ao afetar os diferentes regimes de regulagio pelo Direito da capacidade, ali
denominada “capacidade legal”, como se verificou no Brasil. Nos termos do citado ar-
tigo, que trata do “reconhecimento igual perante a lei”, os Estados Partes reafirmaram
que as pessoas com deficiéncia tém o direito de serem reconhecidas em qualquer lugar
como pessoas perante a lei, e se comprometeram a: (i) reconhecer que as pessoas com
deficienciagozam de capacidade legal emigualdade de condigoes com as demais pessoas
em todos o0s aspectos da vida; e (ii) tomar medidas apropriadas para prover o acesso de
pessoas com deficiéncia ao apoio que necessitarem no exercicio de sua capacidade legal.

A Lein. 13.146/2015 - Estatuto da Pessoa com Deficiéncia — disciplina, de modo
expresso, minudente e atento as peculiaridades da situa¢ao de deficiéncia, os direitos
fundamentais das pessoas com deficiéncia'®. Emerge daleia preocupacao coma protecao
integral das pessoas com deficiéncia que deve ser reconhecida como principio, especial-
mente quando se tratar da protegao de pessoas consideradas “especialmente vulneraveis”
como a crianga, o adolescente, a mulher e 0 idoso com deficiéncia, assim declarados
no art. 5°, paragrafo unico. Em seus mais de cem artigos, o Estatuto procurou eliminar,
com determinacoes especificas e instrumentos adequados, 0 maior numero possivel de

13. BARIFFI. Francisco Capacidad juridica y capacidade de obrar de las personas com discapacidad a la luz de la
Convencion de la ONU. In: BUENO, Luiz Cayo Pérez (Dir.) Hacia un derecho de la discapacidad: estudios em
homenaje al professor Rafael de Lorenzo. Cizur Menor: Arandazi, 2009, p. 354-355

14. BARIFFI, Francisco. Capacidad juridica y capacidade de obrar de las personas com discapacidad a la luz de la
Convencion de la ONU, cit., p. 354-355

15. AEmendaConstitucionaln. 65,de 13julhode 2010, i d: bli lodedicad
afamilia, o dever do Estado promover a criacdo de programas de prevengio ¢ atendimento cspmallndo paraas
pessoas “portadoras” ial ou mental, b
jovem ponadnr de deficiencia, median i p balh i eafﬂc“ d
aos. ma de ob: Il de tod:
(art. 227, E l" m.A Fmrnda € posterior 4 Convencdo, embora ainda utilize de forma mdmd.l o termo “portador
de defi ", em da Convengio.
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“barreiras”, definidas como “qualquer entrave, obstéculo, atitude ou comportamento
que limite ou impega a participacao social da pessoa, bem como o gozo, a fruicdo e o
exercicio de seus direitos a acessibilidade, a liberdade de movimento e de expressao,
comunicagio,aoacessoa informagao, a compreensao, a circulagao com seguranca, entre
outros [...]” (art. 3%, 1V).

O termo acessibilidade definido no art. 3°, inciso I, do presente Estatuto, trata do
direito garantido a pessoa com deficiéncia ou com mobilidade reduzida de ter condigoes
e possibilidades de exercicio efetivo e pleno gozo de seus direitos fundamentais, nas
mais variadas esferas, seja nos espacos publicos, privados, mobilidrios, nos servigos de
transportes, no acesso a informacao e a tecnologia. Cumpre dizer que a acessibilidade
viabiliza o exercicio da autonomia e assegura uma vida independente da pessoa com
deficiéncia e livre de discriminacdo. A acessibilidade busca a superacao das barreiras
impostas a pessoa com deficiéncia como as urbanas, arquitetonicas, comunicacionais e
de informacao, no transporte, atitudinais e tecnologicas (art. 3°, VI, a,b, c,deef).

O proprio Estatuto assegura a toda pessoa com deficiéncia a igualdade de oportu-
nidades com as demais pessoas, vedando qualquer espécie de discriminagdo em razao
da deficiéncia, ali definida como “toda forma de distingao, restri¢ao ou exclusao, por
agdo ou omissao, que tenha o proposito ou o efeito de prejudicar, impedir ou anular o
reconhecimento ou o exercicio dos direitos e das liberdades fundamentais de pessoa com
deficiéncia, incluindo a recusa de adaptagoes razoaveis e de fornecimento de tecnologias
assistivas” (art. 4°e § 1°).

Com efeito, a acessibilidade representa a concretizagao dos direitos a nao-dis-
criminacdo e a igualdade de exercicio pleno dos direitos as pessoas com deficiéncia, o
que evidencia sua finalidade instrumental para o exercicio dos demais direitos. Nesse
sentido, o art. 53 do EPD impde a forma como o ambiente social deve ser adaptado (ou
readaptado) para propiciar um espaco de convivio igualitario e democratico, desprovido
de barreiras ambientais de toda sorte (fisicas, sensoriais, auditivas, etc.), o que reflete a
plena adoc¢do do modelo social da deficiéncia, que impde a sociedade o dever de retirar
ou diminuir os ob los a plena e igualitaria participacao social das pessoas com defi-
ciéncia. Busca-se um ambiente inclusivo e plural, capaz de permitir o convivio de todos
€ ndo somente restringido as pessoas com deficiéncia.

O objetivo central da acessibilidade é a efetiva inclusao social por meio de condi-
¢Oes materiais que assegurem a autdnoma, independente e igualitdria participagao das
pessoas com deficiéncias no exercicio da cidadania, como consequéncia da isonomia
substancial e da solidariedade social. A almejada capacidade plena das pessoas com de-
ficiéncia'® somente ¢ alcancada com a efetiva acessibilidade, eis que essa ¢ instrumental
para o exercicio da autonomia relacionada aos atos da vida civil.'”

16. Sobre 0 assunto permita-se remeter a BARBOZA, Heloisa Helena; ALMEIDA JUNIOR, Vitor de Azevedo. A capa-
cidade civil a luz do Estatuto da Pessoa com Deficiéncia. In: MENEZES, Joyceane Bezerra de (Org.). Direito das
pessoas com deficiéncia psiquica e intelectual nas relacoes privadas - Convengao sobre os direitos da pessoa com
deficiencia e Lei Brasileira de Inclusao. Rio de Janeiro: Processo, 2016, p. 249-274.

- CIALMEIDA JUNIOR, Vitor de Azevedo, COSTA, Lorrane Carvalho da; CAMPOS, Gabriela Helena Mesquita de
Oliveira. Art. 53. In: MARTINS, Guilherme Magalhaes; HOUAISS, Livia Pitelli Zamarian (Coords.). Estatuto da
Pessoa com Deficiencia: i

=

Lei 13.146/2015. Indaiatuba, SP: Editora Foco, 2019, p. 165-167.

34+ INCLUSAO DAS PESSOAS COM DEFICIENCIA £ INTELIGENCIA ARTIFICIAL: CONVERGENCIAS POSSIVEIS 607

A acessibilidade ¢, portanto, elemento central para a garantia de diversos outros
direitos assegurados a pessoa com deficiéncia, sobretudo no que concerne ao seu re-
conhecimento e inclusio'®. Nos termos da redagao dada pelo Estatuto ao art. 2°, 1, da
Lei 10.098/2000, a acessibilidade consiste na “possibilidade e condi¢io de alcance para
utilizagao, com seguranca e autonomia, de espagos, mobilirios, equipamentos urbanos,
edificacoes, transportes, informacao e comunicagao”.®

A acessibilidade, em sentido amplo, pode ser alcancada por meio das chamadas
tecnologiasassistivas ouajudas técnicas®, que o EPD definiu, nos termos doinciso 11, do
art. 3°, como “produtos, equipamentos, dispositivos, recursos, metodologias, estratégias,
praticas e servicos que objetivem promover a funcionalidade, relacionada 2 atividade
e participacao da pessoa com deficiéncia ou com mobilidade reduzida, visando a sua
autonomia, independeéncia, qualidade de vida e inclusao social”. Com efeito, a tecno-
logia assistiva ¢ identificada como o conjunto de recursos e servicos que contribuem
para proporcionar ou ampliar habilidades funcionais de pessoas com deficiéncia com o
objetivo de promover uma vida independente e a incluso social.

NoBrasil, 0 Comite de Ajudas Técnicas (CAT) foi instituido pela Portarian. 142, de
16 de novembro de 2006, que define a tecnologia assistiva como “uma area do conheci-
mento, de caracteristica interdisciplinar, que engloba produtos, recursos, metodologias,
estratégias, praticas e servicos que objetivam promover a funcionalidade, relacionada
a atividade e participagdo de pessoas com deficiéncia, incapacidades ou mobilidade
reduzida, visando sua autonomia, independéncia, qualidade de vida e inclusio social”.

Antesdoadventodo EPD, dois decretos trataram da chamada tecnologia assistiva ou
ajuda técnica e permanecem em vigor naquilo que é compativel com o Estatuto vigentee
com a Convengao. O Decreto n. 3.298, de 20 de dezembro de 1999, com o proposito de
regulamentar a Politica Nacional para a Integracao da Pessoa Portadora de Deficiéncia
(Lein. 7.853/1999), ap6s conceituar ajudas técnicas, emseuart. 19, como “os elementos
que permitem compensar uma ou mais limitagdes funcionais motoras, sensoriais ou
mentais da pessoa portadora de deficiéncia, com o objetivo de permitir-lhe superar as
barreiras da comunicacao e da mobilidade e de possibilitar sua plena inclusao social”,
enumerou um rol exemplificativo de ajuda técnica?'. Por sua vez, o Decreto n. 5.296,de

3

- CE. BARBOZA, Heloisa Helena; ALMEIDA JUNIOR, Vitor de Azevedo. Reconhecimento ¢ inclusao das pessoas
com deficiéncia. In: Revista Brasileira de Direito Civil, v. 13, p. 17-37, 2017.
As barreiras encontradas pelas pessoas com deficiéncia que limitam ou impedem a plena participacao social, bem
como o exercicio de a b se em quatro cixos: (i) barreiras
b nas vias e . blicos e privados abertos ao publico ou de uso coletivo; (ii) barreiras arqui-
tetonicas nos edificios publicos e privados; (iii) barreiras nos transportes; e, (iv) barreiras nas comunicacoes e na
i x “ o

9

q ulte p It
de sistemas de de tecnologia da

o) A Technology, traduzid Tecnologia Assistiva, foi criad

elemento juridico dentro da legislagao norte-americana conhecida como Public Law 100-407 e foi renovado em
1998 como Assistive Technology Act de 1998 (PL. 105-394, 5.2432). Compoe, com outras leis, o ADA — American
with Disabilities Act, que regula os direitos dos cidadaos com deficiéncia nos EUA, além de prover a base legal

dos fundos publicos para compra dos recursos que estes necessitam”. ANDRADE, Laura Magalhaes. Art. 37. In:
MARTINS, Guilherme Magalhaes; HOUAISS, Livia Pitelli an (Coords.). E: da P feienciar
comentarios & Lei 13.146/2015. Indaiatuba, SP: Editora Foco, 2019, p. 125.

21. “Art.19....] Paragrafo unico. Saoajudas técnicas: 1 - i fisicas; 11
a adequacao funcional; 111 - elementos. terapia e reabili da pessoa portadora

R R . R e
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02 de dezembro de 2004, trouxe um conceito mais atual e enxuto de ajuda técnica ou
tecnologia assistiva no art. 8°, inciso V*, que foi regulamentado por forca dos arts. 61 a
66. Conforme se percebe, a normativa amenor parece compativel com a atual definigao
dada pelo art. 3°, inc. 11, as tecnologi e minudenciam, de forma
exemphﬁcatwa, as suas formas por meio de produtos, equipamentos, dispositivos, re-
cursos, metodologias, estratégias, praticas e servigos.?

E cedico que nos ultimos anos o acelerado uso da IA tem ampliado as potencia-
lidades de acesso e as aplicacoes da tecnologia assistiva, que permitem e expandem o
exercicio da autonomia das pessoas com deficiéncia. Nessa esteira, diversos aplicativos
surgiram para auxiliar o reconhecimento de imagens, rotulos de produtos, cédulas de
dinheiro e acessar materiais impressos. Sao exemplos de aplicativos que facilitam a vida
das pessoas com deficiéncia “o TapTapSee, para ler rotulos de produtos, e o Seeing Al
para organizar documentos e diplomas em pastas e reconhecer os textos das fotos que
recebe por e-mail ou redes sociais como o Facebook”?*.

No campo comunicacional, o uso da IA é extremamente itil e realizado com
frequéncia por meio de reconhecimento de fala e transcricao da linguagem humana
em tempo real, o que favorece determinadas pessoas com deficiencia. Em que pesem
os recentes investimentos em projetos de IA para pessoas com deficiéncia?®, sabe-se
que os produlus e servicos exclusivos terao um custo mais elevado em razao da baixa
demanda, o que exige uma postura interventiva por parte do Poder Publico no fomento
de tais iniciativas, eis que s principais entraves no desenvolvimento das tecnologias

de deficiencia; IV : ios de trabalho h daptad

para uso por pessoa dora de d Vel d il idado ¢ higiene pessoal

para facilitar da pessoa portadora de d ia; Vi-el peciais para facilitar

acomunicagao, 4 informagao e a sinalizagao para pessoa port dora de d ia; VI material
pecial para educacdo, da pessoa portadora de deficiéncia; VIl - adaptacdes

ambientais € outras que garantam o acesso, a melhoria funcional e a autonomia pessoal; e IX - bolsas coletoras
para os portadores de ostomiz™

22 An8° [ ]V-ajudatécnica: os prod; tecnol daptad, ialmen-
te projetados para melhorar  funcionalidade da pessoa portadora de deficiéncia ou com mobilidade reduzida,
favorecendo a autonomia pessoal, total ou assistida”.

23. Cabe frisar que o desenho universal, que foram definidos noart. 3°. inc. 11, do EPD, como “concepgao de produtos,
ambientes, usados por pessoas, sem p deprojeto
especifico”, pode incluir borasej
como estabelecido pelo legislador. O art. 55 do EPD determina que a “concepgdo ¢ a implantagdo de projetos
que tatem do meio fisico.de transporte, e informagio ¢ comunicagio. inclusive de sistemas ¢ tecnologias da

publico, de uso piblico ou

privado de uso coletivo, lanlunzzunanrban:comenamul d der aos prin dods 'um ersal,
tendo como ref bilidade” "0 que deveser grade carater geral, conforme
1°do d doart.8",inc. IX, do Decreto n. 5.296/2004

24. *0/Seritig Al ¢ umsinicistiva dc inteligencia artificial da Microsoft para pessoss cegas e com baixa visao. O app

usa visao cnmpumnoml e redes neurais para identificar objetos, cores, textos, cenas ¢ até mesmo caracteristicas
i
los dispositivos d: APP., Di 1 em: httpsz saud
lig ficial da-d defi . Acesso em 05 jun. 2020.
5. “Em maio de 2018, oCEOdaempml. Satya Nnd'"- de US$ 25 milhoes (cercade RS
201 i ific deficiencia”. Disponivel
em: https:/portalfns. saud 2374 1 Foialbod 1h da-de

-pessoas-com-deficiencia. Acesso em 05 jun. 2020.

34+ INCLUSAQ DAS PESSOAS COM DEFICIENCIA EINTELIGENCIA ARTIFICIAL: CONVERGENCIAS POSSIVEIS 609

assistivas, em especial combinadas com IA, estao na falta de recursos financeiros e
pesquisadores na drea.”®

Aacessibilidade, além de configurarum dos principios da Convengao, apresenta-se
como fundamental para o acesso a outros direitos e a uma vida digna e independente.
Por isso, com base nos mais altos propésitos da Convencao, o uso da IA mostra-se in-
dispensavel, em razao dos beneficios as pessoas com deficiéncia, desde que assegurado
atodos de forma universal e com uma regulacao que respeito os direitos e a diversidade
das pessoas com deficiéncia.

3. INTELIGENCIA ARTIFICIAL: BENEFICIOS E RISCOS AS PESSOAS COM
DEFICIENCIA

O que se deve entender por 1A? A procura da resposta a essa indagacio revela, de
imediato, o universo que se encontra compreendido por sigla tao pequena. Ja se disse
que “o maior perigo da Inteligéncia Artificial € que as pessoas concluem muito cedo que
elesa compreendem™”’. O que se constata ¢ que nao hd entre os especialistas consenso
quanto a definicdo de IA. Conceitos e defini¢ées constituem, nao raro, matéria tormen-
tosa. No caso da IA nao ¢é diferente e a razao emerge da propria natureza e do fato de as
definicoes se construirem “de acordo com o viés profissional de sua utilizagao”. Trata-se
de atividade multidisciplinar, que constitui “uma subarea da ciéncia da computacio e
busca fazer simulages de processos especificos da inteligéncia humana por intermédio
de recursos computacionais”, conforme lecionam Fabiano Hartmann Peixoto e Roberta
Zumblick Martins da Silva®®. O estudo e desenvolvimento da IA toma por base varias
areas do conhecimento, como: matematica, logica, probabilistica, filosofia, linguistica,
neurociénciae teoriadadecisao. Alémdisso,a 1A “abriga muitas areas de estudo e técnicas,
como: visao computacional, robotica, processamento da linguagem natural e machine
learning, por exemplo™. Desse modo, “IA é um termo guarda-chuva”.®

Segundo Vishal Maini e Samer Sabri, a 1A compreende “uma 4rea responsavel por
grande parte das conquistas nos dltimos anos”, amachine learning, “destinada a permitir
que computadores possam aprender por conta prépria, utilizando algoritmo de iden-
tificacao de padroes em dados fornecidos”. Dito de outra forma, “chama-se machine
learninga habilidade de sistemas de 1A de (sic) adquirir conhecimento proprio ao extrair
padroes de dados nao processados”, permitindo que “computadores pudessem lidar com
problemas que exigem conhecimento do mundo real e tomar decisoes que aparentam
subjetividade”.”!

2. Disponivelemh saude icias/2374. -artificial-pode-melh
d om-deficiencia. Acesso em 05 jun. 2020
27. Frase auibuida a Eliezer Yudkowsky, pesquisador americano de 14, por PEIXOTO, Fabiano Hartmann; SILVA,

Roberta Zumblick Martins da. Inteligencia artificial e direito, cit.,p. 13

28, PEIXOTO, Fabiano Hartmann; SILVA, Roberta Zumblick Martns da. Iteligéncia artifical e direto, it . 20-21.

29. MAINI, Vishal. SABRI, Samer. Machine learning for humans, p. 9. Di
com/books/Machine%20Learning%20for%20Humans pdf. Acesso: 02 jun, 2020.

30. MAINI, Vishal. SABRI, Samer. Machine learning for humans, cit P9

31. PEIXOTO. Fabiano Hartmann; SILVA, Roberta Zumblick Martins da. Inteligéncia artificial e direito, cit., p. 89.
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Nesse passo, embora o “admiravel mundo novo” da 1A nao seja objeto do presente,
salvo para permitir algumas ilagoes como de inicio proposto, torna-se necessario fazer
breves consideragdes sobre o mito, o medo e a presuncio de danos gerados pelaIA. De
acordo com a ficgao fica,a h idade estaria em risco, ante a impossi-
bilidade de se fixarem limites na capacidade de inteligéncia. O desdot > desse
mito relativo a 1A, seria o risco da inversao de valores e a subordinacao da sensibilidade

a inteligencia fria e bruta das maquinas.*

esenti h a

A forca desse mito/medo/danos ¢ de tal ordem, que gerou estudo pelo European
Paliamentary Research Service (EPRS), publicado pela Scientific Foresight Unit (STOA),
paraabordar e dissipar mitos associados a IA*. Além desse, o EPRS publicou em marco
de 2018 outro estudo, denominado “Devemos temer a IA?” (Should we fear Artificial In-
telligence?), no qual Peter ]. Bentley afirma existirem dois tipos de IA: a real e a ficcional.
AlAreal “utiliza grande ntimero de softwares para resolver uma infinidade de problemas
do dia a dia e acrescentar uma série de comodidades as rotinas humanas”, que vao da
saude a seguranca bancaria, passando por milhares de tipos de softwares inteligentes
pararesolver milhoes de diferentes problemas em produtos diferentes. Esclarece, ainda,
Bentley que “essas tecnol delAjaestaoemb dentrosoftware e hardware a toda
nossa volta”, sendo o equivalente a engrenagens e molas nos dispositivos mecanicos; se
quebrarem provocarao a falha do dispositivo. Do mesmo modo que uma engrenagem
oumolanao podem se transformar magicamente num robo assassino (murderous killing
robot), os softwares inteligentes embutidos dentro dos dispositivos nao poderao se trans-
formar numa IA malévola (malevolent Al).

A 1A real salva vidas, a0 incorporar mecanismos de seguranca, como freios auto-
maticos, e otimizar processos de previsio de falhas. Centenas de empresas existem e
milhares de pesquisadores e engenheiros estudam nesta area, porque objetivam produ-
zir solucoes e ajudar as pessoas a desenvolverem suas vidas*. O outro tipo de IA, que
compreende IA superinteligentes que matarao todos “¢ ficgao” e os cientistas tendem a
trabalhar na 1A real.*

Bentley apresenta as Trés Leis da IA como um modo de explicar por que os mitos
sao fantasticos, se nao ridiculos. Essas leis sio meramente um resumo dos resultados de
muitas décadas de pesquisa cientificaem 1A, simplificadas para pessoas leigas®. De acor-
do com a primeira lei da 1A, o desafio gera a inteligéncia (Challenge begets i lligence),
porque a IA nao ¢é condicao, mas a consequencia da existéncia de desafios originados
por problemas. Se nio hé desafios, nessa logica de condicao e consequeéncia, isto ¢, sem
novos desafios, a IA nio evolui. Conforme a segunda lei, cada desafio impGe conexoes
diferentes, isto ¢, designs especificos (Intelligence requires appropriate structure). A logica
ndo ¢ a da quantidade, segundo a qual a IA com mais conexdes que o cérebro humano

32. PEIXOTO, Fabiano Hartmann; SILVA, Roberta Zumblick Martins da. Inteligencia artificial e direito, cit., p. 53
33. PEIXOTO, Fabiano Hartmann; SILVA, Roberta Zumblick Martins da. Inteligencia artificial e direito, cit.. p. 50.
34. BENTLEY, Peter). The Three Laws of Artificial Intelligence: Dispelling Common Myths. In: Should we fear artificial
intelligence? In-depth Analysis, PE 614.547, march, 2018, p. 6. Disponivel: https://www.europarl.europa.eu/
RegData/etudes/IDAN/2018/614547/EPRS_IDA(2018)614547_EN. pdf. Acesso: 02 jun. 2020
BENTLEY, Peter ). The Three Laws of Artificial Intelligence cit.. p. 6.
36. BENTLEY, Peter ). The Three Laws of Artificial Intelligence, cit . p. 6
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poderia ter desempenho superior. Na verdade, nio ¢ o numero que importa, mas sim
como esses recursos sao organizados. Este ¢ o truque: organiza-los de modo correto,
construindo o algoritmo otimizado para cada problema. Nao ha um tamanho que sirva
para todos nas estruturas cerebrais. Cada tipo de desafio requer um novo design para
resolvé-lo””. A terceiralei determina que inteligéncia requer testes detalhados (Intelligence
requires comprehensive testing). Inteligéncias superiores requerem os mais complexos
designs do universo, mas qualquer pequena mudanga para desenvolver o design de uma
1A tem o potencial de destruir algumas ou todas as suas competéncias. Por essas razoes,
tododesign novo de 1A precisa de testes completos de todos os seus problemas paraserem
resolvidos, porque testes parciais nio sao suficientes.

AlAdevesertestadaem todas as variaveisdo problema todo, caso contrério suas ca-
pacidades podem nao ser confiaveis. “Todos os pesquisadores de IA sabem adura verdade
muito bem: para fazer uma IA é necessdrio treina-la e testar todas as suas competéncias
de modo abrangente no ambiente previsto para sua utilizacio, em todas as fases de seu
design”. A 3" Lei da IA nos diz que, como a inteligeéncia cresce, o tempo requerido para
teste pode aumentar exponencialmente, impondo limites praticos para 1A exequiveis e
confiaveis. “Do mesmo modo que se torna mais e mais dificil ir mais rapidamente a medida
em que nos aproximamos da velocidade da luz, torna-se mais e mais dificil aumentar a
inteligénciaa medida em que construimos cérebros mais habeis”. Bently reafirma, ainda,
que esta € uma razao fundamental pela qual a pesquisa e aplicagao da 1A sao dedicadas a
descoberta de “solugées inteli para certos probl muito especificos”.®

AsTrésLeisda lA, mais do que dissolver os mitos, revelam com nitidez aimportancia
que a IA assume para a solugao de problemas e desafios de toda ordem, os quais podem
ser considerados como sua “origem”, e que implicam sua inerente multidisciplinarida-
de. Nessa linha, cabe lembrar que a capacidade de reselver problemas compreende a
aquisicdo e aplicacio de diferentes habilidades e conhecimentos, para em cada situagio
“racionar” e “aprender” com as situagoes. O suporte necessario para o éxito dessa repro-
ducao artificial da capacidade de resolver problemas, “envolve a aplicagio de funcoes
cognitivas, tais como li atengao, pl ), memoria e percepgao”, todas
elas executaveis artificialmente.”

Tais caracteristicas tornam a IA de todo interessante, se nao indispensavel, como
instrumento ou caminho a ser adotado pelas pessoas com deficiéncia para solugao de
seus problemas e desafios. Constata-se que essa possibilidade ja se tornou real, na so-
lucdo de grandes e pequenos problemas cotidianos, que se transformam em desafios ao
exercicio de direitos. Desse modo, a IA se qualifica como importante e efetivo instru-
mento de inclusao. A 1A, como de inicio destacado, através de aplicativos, pode ajudar a
reconhecer imagens, rétulos de produtos e cédulas de dinheiro, que, com maior uso, vao
se aperfeicoando. “Grande parte dessas solugées foi desenvolvida por meio de sistemas
que ‘aprendem’ com um alto volume de dados. A partir dessas informagoes, eles sao

37. BENTLEY, Peter ). The Three Laws of Artificial Intelligence, cit..p. 7.
38. BENTLEY, Peter ). The Three Laws of Artificial Intelligence,cit.. p. 9.
39. PEIXOTO, Fabiano Hartmann. SILVA, Roberta Zumblick Martins da. Inteligéncia artificial e direito. , cit., p. 20.
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capazes de identificar padroes e tomar decisdes com 0 minimo de intervengao humana.
E o chamado ‘aprendizado de méquina™

P q

Neste cendrio destaca-se, de modo emblemitico, o professor Stephen Hawking,
falecido em 14 de marco de 2018, uma das maiores mentes da nossa época. Se nao fosse
pela tecnologia, o grande astrofisico nao teria uma voz, um meio para expressar ideias
que ampliam a nossa compreensao do universo. Sua voz sintetizada talvez seja, ainda,
uma das mais imediatamente reconheciveis no mundo. O cosmélogo e fisico teérico,
mortoaos 76 anos, lutou desde suamocidade contraa esclerose lateral amiotrofica (ALS),
doenga degenerativa e incapacitante, que comprometeu severamente sua possibilidade
de comunicagao, impedindo-o de digitar e falar, mas principalmente de manter contato
com plateias do mundo inteiro. Contudo, gracas aum istema o professor Hawking pode
dar continuidade a sua trajetoria. Na verdade, diante da piora gradativa de seu quadro
fisico, foi feita a reformulacéo e aperfeicoamento de um sistema utilizado h4 vinte anos
pelo professor, com o qual estava familiarizado, permitindo maior velocidade e como-
didade na escrita cientifica e no acesso a internet. *!

Nio obstante ter afirmado, ap6s o uso do novo sistema, que “[E]eu agorasou capaz
de dar palestras, escrever artigos e livros e falar muito mais rapido. Este novo sistema
mudou minha vida, e espero que me sirva bem pelos proximos 20 anos”*, Stephen
Hawking tinha uma visao negativa da IA. Em entrevista concedida a BBC, Hawking
afirmou que “os esforcos para criar maquinas pensantes é uma ameaga a existéncia hu-
mana O desenvolvimento da inteligéncia artificial total poderia significar o fim da raca

”, a0 responder uma perg sobre os avancos na tecnologia que ele proprio
usava para se comunicar, a qual envolvia uma forma basica de inteligéncia artificial. Na
mesma ocasido, Hawking disse que as formas primitivas de inteligencia artificial desen-
volvidas até entao se mostravam muito tteis, mas que temia eventuais consequéncias
de se criar maquinas que fossem equival ou superiores aos humanos. Segundo o
professor, essas maquinas “avangariam por conta propria e se reprojetariam em ritmo
sempre crescente”. Na sua visao, “os humanos, limitados pela evolugao biologica lenta,
nao conseguiriam competir e seriam desbancados”.*

40. h saude.gov.br/ul las/2374 -artificial-pode-melho-
rar-a-vida-de-pessoas-com-deficiencia. Acesso: 02 jun. 2020
41. Stephen Hawl il ACAT (Kit de Assistivas Cientes do Contexto), um sistema criado pela

Intel em colaboragao com os mestres e previsio de texto na Swiftkey (sob o escrutinio do proprio Hawking).
O novo sistema ACAT permitia a Hawking escrever com o dobro da velocidade, e navegar por seu computador e
aplicativos dez vezes mais rapido que antes. Paraa Intel, o maior trabalho foi simplificar (em vez de refazer com-
pletamente) a interface de usuario usada por Hawking, que o professor ap a

de um sistema que ele usa ha 20 anos. Hawking s6 controlava a interface usando um sensor na bochecha, detec-
tado por um interruptor infravermelho instalado em seus oculos, o que ndo foi mudado. O sensor ¢ conectado a
um laptop da Lenovo rodando Windows. Enquanto a Intel trabalhou na interface, a Swiftkey criou um modelo
de linguagem sob medida para o professor, utilizando algumas tecnologias existentes para smartphone e tablet,

¢ adicionando novas técnicas adaptadas as idades de Hawking. C em Hawking como um
usudrio especifico, a Switkey ummodeloq nhece o tom i doprofessor de um

p . fazend paraum I de um e-mail, ou para o léxico
complexo de um artigo cientifico. Disp em: do.uol.com.br/n hawking/. Acesso

em: 30 maio 2020.

42. onivel em. uol.com.bi hawk Acesso em 30 maio 2020.

43. Disponivel em:https//www.bbc.com/portuguese/noticias/2014/12/141202_hawking_inteligencia_pai - Acesso
‘em 20 maio 2020.

34+ INCLUSAO DAS PESSOAS COM DEFICIENCIA E INTELIGENCIA ARTIFICIAL: CONVERGENCIAS POSSfVEls 613

4. OS CONFINS DO HUMANO EAS PESSOAS COM (D)EFICIENCIA NA ERA DA
INTELIGENCIA ARTIFICIAL

Nao ¢ de hoje que os limites éticos das intervengdes genéticas em embrides huma-
nos causam perplexidade, sobretudo a partir da heterodeterminagao na construcao da
biografia alheia, o que limita o horizonte de futuros projetos de vida. Em “O futuro da
natureza humana”, Jurgen Habermas disseca tais questoes morais e levanta o problema
daimpossibilidade de se prever as vantagens e desvantagens a partir de uma retrospec-
¢a0 em relacao a alteragao genética embrionaria. Nessa linha, afirma que os “pais nunca
podem saber se uma deficiéncia leve ndo acabara se transformando numa vantagem para
seu filho"*. Os testes genéticos e modificacoes embrionarias sao delicadas e acendem o
debate sobre a eugenia, bem como a expectativa parental*’, e envolve os limites éticos na
selecao intencional de embries sem deficiéncia ou mesmo a pratica de selecio genética
com diagnéstico de ma-formacao fetal ou intervengées no campo da autonomia repro-
dutiva para esse fim*. O “fim da inocéncia genética™ parecia descortinar os confins
da natureza humana antes da era da inteligéncia artificial. Na atualidade, retira-se de
cena a heterodeterminacéo nas escolhas do futuro filho e emerge a propria autonomia
individual para aperfei¢oar a funcionalidade do corpo humano por meio de aparatos
tecnologicos, em cuja evolugao o papel da IA tem sido fundamental, especialmente no
caso de pessoas com deficiéncia.

Nesse campo, em que pesem os temores do grande professor Stephen Hawking,
duvidas nao devem existir quanto aos beneficios efetivos que a 1A pode propiciar as
pessoas com deficiéncia, como o proprio astrofisico deu prova. Certo ¢, por conseguinte,
que a 1A ja modifica as condicoes de acessibilidade e de comunicagao das pessoas com
deficiéncia, as quais poderao ser exponencialmente melhoradas ao longo do tempo, em
dimensées ainda desconhecidas.

Conforme acima referido, permita-se a repeticao, de acordo com o art. 2°, da Lei
13.146/2015, considera-se pessoa com deficiéncia aquela que tem impedimento de lon-
go prazo de natureza fisica, mental, intelectual ou sensorial, o qual, em interagao com
uma ou mais barreiras, pode obstruir sua participagio plena e efetiva na sociedade em
igualdade de condicdes com as demais pessoas. Interessa diretamentea presente reflexao
o disposto no § 1°, do art. 2° acima, segundo o qual a avaliaco da deficiéncia, quando
necessaria, sera biopsicossocial, realizada por equipe multiprofissional e disciplinar
e considerara: “I - os impedimentos nas fungées e nas estruturas do corpo; I1 - os fatores
socioambientais, psicologicos e pessoais; I11 - a limitagao no desempenho de atividades;
eIV -arestricao de participagao”. A luz dos principios firmados na CDPD e que orientam
a questio da deficiéncia no Brasil, a avaliacao da deficiéncia so deve ser admitida se for

44,
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HARBERMAS, Jurgen. O futuro da natureza humana: a caminho de uma eugenia liberal? Trad. Karina Jannini. 2.

ed., S0 Paulo: Editora WMF Martins Fontes, 2010, p. 115-117.

45. CI. SOLOMON, Andrew. Longe da drvore: pais, filhos e a busca da felicidade. Trad. Donaldson M. Garschagen,
Luiz A. de Aratjo e Pedro Maia Soares. Sao Paulo: Companhia das Letras, 2013, pp. 416-472

46. DINIZ, Debora. Autonomia reprodutiva: um estudo de caso sobre a surdez. In: Cadernos de Saude Pblica, Rio de
Janeiro,a. 19, v. 1, pp. 175-181, jan./fev., 2003.

47. DINIZ, Debora. Autonomia reprodutiva, cit., p. 177-178
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destinada a assegurar e a promover a inclusdo social e cidadania da pessoa com defici-
encia, bem como para permitir e orientar a identificagdo dos apoios necessarios para a
promogao de sua autonomia individual.

Por outro lado, ha de se ter em mente que a CDPD reconhece a deficiéncia como
um conceito em evolugao e que a deficiéncia resulta da interagao entre pessoas com de-
ficiencia e as barreiras devidas as atitudes e a0 ambiente que impedem a plena e efetiva
participacao dessas pessoas nasociedade em igualdade de oportunidades com as demais
pessoas. Assim sendo e tendo em vista os t6picos que devem ser considerados para fins
de avaliagdo da deficiéncia, constata-se que as solucdes apresentadas pela 1A podem
interferir de modo variado e em graus diferentes no resultado dessa avaliagao. Os efei-
tos dessa interferéncia se estendem desde a melhoria das condicdes de acessibilidade e
comunicagao até —e porque néo —a eliminagio dos impedimentos e das barreiras sociais
que, em conjunto, configuram a deficiéncia.

Serve de exemplo o implante de “olho bionico” que permite aos cegos voltarem a
enxergar, ja realizado com sucesso na Russia*®. Nao se trata de experiéncia isolada, visto
que a Inglaterra financiou o experimento para dez pacientes. O “olho bi6nico” funciona
através da transferéncia de imagens de video, capturadas por uma camera em 6culos
especiais. As imagens sao transmitidas por impulsos elétricos que podem ser lidos e
entendidos pelo cérebro humano*. Em data recente, na Espanha, uma mulher voltou a
enxergar ao participar de um experimento com outro tipo de “olho bionico”, cujo sistema
tem algumas partes: a primeira ¢ o uso de um par de 6culos que conta com uma cimera
que se conecta a um computador. Essa maquina “traduz” o que a cimera estd capturan-
do em sinais eletronicos que sao enviados, com a ajuda de um cabo, a um receptor que
foi incorporado na parte de tras do cranio da paciente de forma cirirgica. O receptor
se conecta a um implante com 100 eletrodos colocado no cértex visual da paciente.”

Diversas outras situagoes ilustram essa possibilidade de alteracao da deficiencia
que pode produzir importantes efeitos juridicos. A curatela das pessoas com deficiéncia
ja se encontra restrita, por for¢a do art. 85, do EPD, aos atos relacionados aos direitos de
natureza patrimonial e negocial. Consideradas as possibilidades de alteragao da deficien-
cia, em alguns casos, a curatela pode sofrer maior restri¢ao ou mesmo ser extinta. Nessa
linha, ganham forga outros instrumentos de apoio, como a tomada de decisio apoiada.
Por outro lado, poderao surgir interessantes questionamentos quanto a determinadas
exigéncias legais, como a forma puiblica do testamento para os cegos (CC, art. 1.867)
que possuam recursos de IA para leitura em seus equipamentos de computacio.

Talvez a questao mais importante diga respeito a reinterpretacao do art. 4°, 111, do
Codigo Civil, que considera relativamente incapazes aqueles que, por causa transitoria
ou permanente, ndo puderem exprimir sua vontade, diante das novas possibilidades
para a comunicagao alternativa. O reconhecimento de fala e a transcrigao da linguagem
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humana em tempo real é um dos recursos mais tradicionais da inteligéncia artificial e
com grande utilidade para pessoas com determinados tipos de deficiéncia. Este é o caso
de Alex Garcia, que é surdocego e foi o primeiro brasileiro com essa deficiéncia a cursar
uma faculdade. Ele tem 1% de visao e nao escuta. A surdocegueira é definida pela nao
compensagao dos sentidos. Alex se dedica a dar palestras e a gerenciar a Associagao
Gaticha de Pais e Amigos dos Surdocegos e Multideficientes (AGAPASM). Um dos apli-
cativos que ele utiliza se chama Comunicador T4ctil Once (CTO), uma ferramenta para
comunicagao de surdocegos, com diversos recursos’'. Sabe-se que os surdos, nao que nao
aprendem alinguagem dos sinais e/ou a falar, tem dificuldade de comunicagao. Alex nao
vé e, provavel ,naousaali dos sinais. As pessoas que se encontram nessa
situacao poderao ser cc das relati incap por nao poderem exprimir
sua vontade, salvo por meio de aplicativos? Afinal, diante das multiplas formas hoje
existentes de comunicagao, o que deve ser aceito como impedimento para expressao da
vontade? Sera necessario regredir a indagacao quanto a existéncia de comprometimento
psiquico para se aferir a expressao da vontade? Lembre-se que Stephen Hawking, no
final de sua vida, contava apenas com um pequeno movimento de sua bochecha direita
para acionar seus equipamentos de comunicagio.

Fato é que a IA vem conduzindo os seres humanos a seus confins, visto que nao é
possivel prever ou dimensionar as interferéncias que pode realizar nas pessoas e seus
comportamentos, em especial os melhoramentos possiveis nas pessoas com deficiéncia.
Desde que os algoritmos nio sejam voltados para uma programagio pautada em critérios
discriminatorios e sejam utilizados para reforgar as estruturas de opressao e segregaco
ja existentes, ¢ de todo relevante o papel inclusivo que a inteligéncia artificial pode de-
sempenhar, sobretudo em relagao as pessoas com deficiéncia.

5. CONSIDERACOES FINAIS

Os beneficios proporcionados pela 1A as pessoas com deficiéncia sao, sem duvida,
incontéveis. Contudo, impoe-se o respeito aos direitos que lhes so assegurados pela
CDPD e pelo EPD, como o de recusar adaptagoes razoaveis e o fornecimento de tec-
nologias assistivas (art. 4°, § 1°, EPD). O consentimento prévio, livre e esclarecido da
pessoa com deficiéncia ¢ indispensavel para a realizacao de tratamento, procedimento,
hospitalizagdo e pesquisa cientifica, ainda que esteja sob curatela, hipétese em que deve
ser assegurada sua participacdo, no maior grau possivel, para a obtencao de consenti-
mento (art. 12 e § 1°, EPD). Nessa linha, o processo de habilitacao e de reabilitacao, que
tem por objetivo o desenvolvimento de todas as potencialidades, talentos, habilidad
e aptidoes da pessoa com deficiéncia ¢ um direito, que pode, portanto, nao ser exercido
por seu titular (art. 14 e par. Unico, EPD).

Quando se trata de 1A, cujas potencialidades paraas pessoas com deficiéncia trans-
cendem os horizontes imaginaveis, além da estrita observancia de seus direitos, devem

51. Di 1 saude.gov. 2374 fial-pode ety
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ser consideradas situagdes cuja aplicacﬁo dos novos recursos e instrumentos provocam
tormentosas questdes juridicas e limites éticos, por vezes, intransponiveis.

Tome-se como caso dereflexdo asituagao das pessoas com demeéncia, especialmente
a que se verifica nos processos de envelhecimento. Registre-se que ha no mundo cerca
de cinquenta mllhées de pessoas, sendo dez milhoes na Uniao Europeia, afetadas pela
demé Surp 5% desses casos sao precoces, isto ¢, se desenvolvem
antes dos sessenta anos*. No Brasil, segundo dados da Sociedade Brasileira de Geria-
tria e Gerontologia, sao registrados 55 mil novos casos de deméncias todos os anos, a
maioria decorrentes do mal de Alzheimer. Cercade 1,2 milhao de brasileiros vivem com
demencia decorrente da doenga de Alzheimer™. Ao contrério de outras doengas graves,
como cancer, HIV e cardiopatias, nao ha método de diagnéstico precoce ou t
preventivo paraademencia. Contudo, alA tem sido empregada para assistir os pacientes
com demeéncia em suas vidas cotidianas, por exemplo, lembrando que devem comer ou
tomar remédios. As tecnologias de 1A sio utilizadas também para monitorar e comple-
mentar informagées que permitem detectar mudangas de comportamento inesperadas,
coletar e analisar dados para pesquisa sobre a progressao da doenca.**

Todas as aplicagoes mencionadas podem receber, em principio, aprovacao, eis
que feitas a beneficio do paciente. Entretanto, a pergunta formulada por pesquisadores
na Europa ¢ de todo angustiante: “E se a Al pudesse avangar a ciéncia em torno da de-
méncia?” A questio objetivamente posta em pauta é: “E se um dia se pudesse criar um
backup e restaurar nossas mentes quando necessario, como no caso de se ter deméncia?”
E se esse procedimento pudesse ser utilizado como um tratamento da deméncia, para
restaurar as informacoes do cérebro? A personalidade de uma pessoa poderia mudar?
O que aconteceria com a autonomia e o livre arbitrio? O quéo facil seria manipular ou
mudar os pensamentos de uma pessoa?* A essas indagagoes outras podem ser acrescidas:
e se fossem apagadas alg; memorias, especial as afetivas? Até que ponto esse

1

) e o 8
proc alteraria a biog; do paciente?

Como destacado por Lieve Van Woensel e Sara Suna Lipp, a pesquisa e o desen-
volvimento em IA sobre diagnéstico e tratamento de deméncia requer muita atengao a
diversos problemas legais e éticos, como privacidade, autonomia, protecao de dados,
cybersecurity, vigilancia, transparéncia, responsabilidade e nao discriminagao. Fica
evidente que as interfaces cerebrais da IA necessitam de um codigo de conduta e de
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mecanismos de vigilancia, que definam os critérios requeridos para o uso ética e legiti-
mamente admissivel dos dados do cérebro.

Como se v, longe de se retornar ao debate sobre mitos e medos, complexas e
profundas questdes estao postas em decorréncia da interferéncia da IA em humanos,
especialmente no que se refere 2 inovagao resp l em ologia®”. Os con-
fins do humano estao sendo atingidos ou cada vez mais distanciados? Se os avangos da
IA, como da ciéncia em geral, nao devem ser impedidos, a bem dos seres humanos, ¢
indispensavel, por imperiosas razoes éticas e juridicas, que se respeite a dignidade do
ser humano em toda sua plenitude.
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1. INTRODUGAO

Aluzdotitulodeste trabalho, muito provavelmente a primeira indagagao que surge
na mente do leitor ¢ a seguinte: qual ¢ a conexao possivel entre a Inteligencia Artificial
—IA - eaadocao de criancas e adolescentes no ambito do sistema juridico brasileiro?
Serd que os algoritmos tém viabilidade de, com base nas informagoes e dados existentes,
permitira constituicao de vinculos parentais através daadogao, de acordo com o sistema
instituido pelo Estatuto da Crianga e do Adolescente — ECA? De que maneira a tecnolo-
gia digital pode se inserir no ambito de q familiares, d no ambito da
formaczo de vinculos de parentesco civil?

Dois sao os temas centrais deste artigo doutrindrio que, abstratamente, podem
contribuir para o possvel aperfeigoamento do modo de constituigio de vinculos de pa-




