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SUCESSOES E HERANCA DIGITAL.
REFLEXOES

Stlvio de Salvo Venosa”

Sumario: 1. Direito das sucessdes. Nocao; 1.1 A compreenséao do direito das sucessdes; 1.2
Nogao de heranga. Herangadigital; 1.3 Direitos da personalidade; 1.4 Direitos da personalidade.
Caracteristicas e enumeracio; 1.5 Do testamento analdgicoao testamento digital - Referéncias

1. DIREITO DAS SUCESSOES. NOGAO

Suceder é substituir, tomar o lugar de outrem ou de algo. No campo do Direito
ocorre a substituicio de uma pessoa por outra. Esse € o seu conceito amplo no
campo juridico. Assim, quando o contetido e o objeto de relagdo juridica perma-
necem os mesmos, mas mudam seus titulares, hd uma transmissao do direito ou
uma sucessio. Dessa forma o comprador sucede o vendedor com relagao ao objeto
do negécio juridico, o donatario sucede o doador e assim por diante.

Desse modo, sempre que uma pessoa, que pode ser natural ou juridica,
tomar o lugar de outra em uma relago juridica, se estd perante uma sucessao.
A etimologia do vocabulo, sub cedere, possui exatamente esse sentido, qual seja,
alguém toma o lugar de outrem.

Em direito a doutrina costuma fazer a sensivel diferenca entre a sucessao
inter vivos, como por exemplo nos contratos, e a causa mortis, quando os direitos
eobrigacdes de uma pessoa que falece transferem-se aseusherdeiros elegatarios.

Contudo, convencionou-se na doutrina juridica que a referéncia a direito
das sucessdes consiste no tratamento legal das substituigdes de titulares por causa

de morte.

Assim como mais raramente 0COITe na sucessao entre vivos, a sucessao por
causade morte transfere, em principio, umauniversalidade, que consistenaheranga,

* Foi juiz no Estado de Sao Paula por 25 anos. Aposentou-se como desembargador, Pas-graduado em
Direito Civil. Lecionou Direito Civil em virias faculdades do Estado de Sio Paulo, Formado pela USP
(Universidade de Sao Paulo) com pés-graduagdo em Direito Civil. Autor de inimeras obras de Direito
Civil, destacando a colegio completa em oito volumes, na 16* edigéo (2016). A 17¢ edigdo em 2017
serd condensada para 7 volumes. Escreveu também obra de Introdugio & Ciéncia do Direito, Cédigo
Civil Interpretado e Lei do Inquilinato Comentada, todas em sucessivas edigdes. Foi professor em
diversas instituicdes de Sao Paulo. Consultor de varios escritdrios juridicos, parecerista e palestrante,
em entidades no Brasil e no Exterior.
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TECNOLOGIA, IMAGEM E PRIVACIDADE:

CONVERGENCIAS A LUZ DA PROTECAO

DOS DADOS PESSOAIS NA SOCIEDADE
TECNOLOGICA

Vitor Almeida”

lan Borba Rapozo™

Sumirio: Introducdo - 1. A protegao dos dados pessoais no direito brasileiro: informagao e
vigilancia na era tecnolégica - 2.Imageme privacidade em risco: os exemplos da internet das
coisas e do reconhecimento facial - 3. Convergéncias entre os direitos a imagem, privacidade
e protecao dos dados pessoais — 5. Consideracdes finais - Referéncias.

INTRODUCAO

O alvorecer do século XXI descortina e potencializa uma antiga questdo a

respeito do descompasso do Direito com o progresso tecnologico. Em diferentes
areasjuridicas, as tentativas de regulamentagio dos impactos dosavangos tecnold-
gicos e seus efeitos carecem da velocidade necessiria para solucionar os impasses
decorrentes das transformagoes sociais, culturais e econdmicas impulsionadas
ou criadas pelos aparatos tecnoldgicos.! Em especial, 0s avancos tecnologicos

Doutor e Mestre em Direito Civil pela Universidade do Estado do Rio de Janeiro (UER]). Professor
Adjunto de Direito Civil da Universidade Federal Rural do Rio dé Janciro ITR/UFRR]). Coordenador
do Nicleo de Pesquisas em Relagoes Privadas, Direitos Fundamentais e Politicas Piiblicas (NUREP).
Pés-doutorando em Direito Civil pela Universidade do Estado do Rio de Janeiro (UER]). Advogado.

Mestrando em Direito e Inovagao no Programa de Pés-Graduagao Stricto Sensu da Faculdade de Direito
da Universidade Federal de Juiz de Fora - UFJE Pos-Graduando em Direito Processual pela Pontificia
Universidade Catolica de Minas Gerais - PUC-MG. Graduado em Direito pela Universidade Federal
Rural do Rio de Janeiro - UFRR]. Pesquisador do grupo de pesquisa Argumentagio, Direito e Inovagio
(UFJF/CNPq). Pesquisador do Nucleo de Pesquisa em Direitos Fundamentais, Relagées Privadas e
Politicas Publicas - NUREP (UFRR]J). Advogado.

Nesta linha, Caitlin Mulholland defende que: “As inovagdes tecnolégicas potencializam a vethice do
Direito. Vivemos num momento em que a tecnologia se desenvolve a largos passos e o Direito ndo
cofisegueacompanhar o seu ritmo. Nao se tratando de ciéncia preditiva, o Direito sempre fica atrds na
corrida com - ou para alguns, contra - a tecnologia. De fato, comegam a surgir conflitos e questiona-
mentos que devem ser respondidos ou teferidos pelo Direito, sempre depois que eles se apresentam
comao resultado do uso de novas tecnologias” MULHOLLAND, Caitlin. A tutela da privacidade na
internet das coisas (I0T). In: REIA, Jessica; FRANCISCO, Pedro Augusto P; BARROS, Marina; MA-
GRANT, Eduardo (Org.). Horizonte presente: tecnologia e sociedade em debate. Belo Horizonte: Casa
do Direito, Fundagio Getilio Vargas, 2019, p. 485.
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desafiam a protegdo dos direitos da personalidade, categoria que nasce no sécujg,
passado e ja reclamam uma reformulagdo de modo a compatibilizar a protecsg
integral da pessoa humana em sua dignidade no cenério de intensas modificaggeg
sociais provocadas pela tecnologia, notadamente com a popularizago e, por
conseguinte, facilitagdo dos recursos advindos com a internet.

Ahiperconectividade revela que ndo somente as pessoas se comunicam com
as maquinas, mas que elas também podem se comunicar. As informacdes e og
dadoscoletados por meio de produtos aparentemente inofensivos e que oferecem
grande comodidade aos consumidores descortina a face perversa da rentincia
da privacidade nas atividades mais triviais do cotidiano e tornam a protegio dos
dados pessoais uma falacia diante do “consentimento” necessério para o uso de
aplicativos e objetos que fazem parte da vida hiperconectada, que exclui e discri-
mina aqueles que ndo participam das regras do jogo.

No perturbador romance “Méquinas como eu - E gente como voce”, Ian
McEwan antecipa os dilemas éticos da convivéncia entre humanos e androides
numa Londresde 1982. Num cendrio que misturafic¢do e realidade, o autor narra
arelagdo entre humanos e ndo humanos numa Gré-Bretanha que recém perdeu
a Guerra das Malvinas e o matemaético Alan Turing vive sua homossexualidade
plenamente, sendo suas contribuigdes essenciais para o avango datecnologia, que
permitiram ndo s6 a disseminagio da internet e dos smartphones, bem como a
criagdo dos primeiros humanossintéticos, com aparénciaeinteligéncia altamente
fidedignas. Addo, o robo da histdria, era o “primeiro ser humano artificial verda-
deiramente vidvel - com inteligéncia e aparéncia plausiveis, movimentos corretos
e mudangas de expressao”. “Sua expectativa de vida era de funcional era de vinte
anos. Tinha um corpo compacto, ombros quadrados, pele escura, vasta cabeleira
preta penteada para trds; o rosto estreito e o nariz ligeiramente adunco sugeriam
inteligéncia viva, combinada com o ar pensativo que provinha das palpebrasum
pouco caidas”. Addo simbolizava o “mais sofisticado brinquedo, sonho de todos
0s tempos, o triunfo do humanismo - ou seu anjo exterminador”?

Em antecipagdo a um futuro que agora vivemos, lan McEwan narra em sua
histdria que os “programas de reconhecimento de voz, um milagre da década de
1950, tinham se tornado uma tarefa enfadonha, com populacées inteiras sacri- |
ficando vérias horas por dia aos soliloquios solitdrios. A interface entre cérebros
e maquinas, fruto exdtico do otimismo da década de 1960, ndo atraja mais o in- |
teresse nem mesmo de uma crianga. Aquilo que fazia as pessoas formarem filas
durante todo um fim de semana, seis meses depois era to interessante quanto as

» «

meias que elas calcavam”. “O futuro estava sempre chegando”. O enredo de ficcdo

2. MCEWAN, Ian. Mdquinas como eu: a gente como vocés. Trad. Jorio Dauster. Sio Paulo: Companhia ‘
das Letras, 2019, p. 10 e 12.

: .
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cientifica, talvez por antevisao, revela que mesmo os avangos tecnolégicos mais
esperados acabam se tornando ociosos e u !trapa.s.sa_dos. No_enlan to, cnql{anto a
[oT, em interagdo ou ndao com a inlcligéncm‘ al‘.!.ll'lt.‘liﬂ, continuar a ser :)l?}eto de
desejo de muitos consumidores, é papel do Direito protegere promovera integral
rotecio da dignidade da pessoa humana. Num mundo de objetos conectados e
robos, torna-se mais do que urgente a afirmagao da tutela do ser humano.

Apdsbreve contextualizagio, pretende-se, como prgsente trabalho, apresen-
tar oscontornos conceituaisdo direitodimagemea privac:ldade? naera tecnologlc'a,
bem como explorar alguns desafios que a evolugio tecno.I(')gl'ca tem o potencial
de apresentar, quando analisada a partir da logica constitucional de tutela df)s
direitos fundamentais, notadamente a partir da prote¢do dos dados pessoais.
Em um cendrio no qual aimagem da pessoa humana é captadae divulga.da} fac11j
mente e as informacdes transitam para além dos dominios de cac'la individuo é
indispensavel refletir sobre a tutela da imagem e da pri\(acaidade alinhavada com
a garantia constitucional de protegdo dos dados pessoais.

1. APROTECAO DOS DADOS PESSOAIS NO DIREITO BRASILEIRO:
INFORMACAO E VIGILANCIA NA ERA TECNOLOGICA

Promulgada em 14 de agosto de 2018, a Lei 13.709 de 2018, mais conhecida
como Lei Geral de Prote¢io de Dados Pessoais, dispde sobre o tratame:nto.de daqos
pessoais, seja por meio fisico ou digital, por pessoa natural ou juridlca,. inclusive
de direito publico, com a finalidade de garantir direitos fundamentais como a
liberdade de expressio e a privacidade, conforme aponta seu art. 1°.

Reafirmando seu espirito protetivo, a Lei é enfdtica ao afirmar a promogéo
do livre desenvolvimento da personalidade, a partir da tutela dos dados pessoais,
bem como o respeito aos direitos humanos (art. 2°, VII). Assim comoa legislaq;:io
europeia na qual foiinspirada,*a LGPD trazem seu texto as defini¢des que l.he sdo
essenciais e os principios que norteiam sua aplicagio. Ainda em seu art. 2°, inciso
IV, a lei assegura expressamente que a prote¢io de dados tem como um de seus
fundamentos a inviolabilidade da intimidade, da honra e da imagem.

Neste sentido, os principios da LGPD que chamam maior atengéo sdo os da
finalidade e danio discriminagao, devido a suagranderelevéinciasocial. Deacordo
com o primeiro, todos os dados devem ser coletados e tratados paraum Propésito
determinado, previamente estabelecido, e que deve ser informado ao titular dos

3. “Art.5°. [...] LXXIX - é assegurado, nos termos dalei, o direito a protegao dos dados pessoais, inclusive
nos meios digitais” (Incluido pela Emenda Constitucional 115, de 2022). ' ) .

4. AlLeil3.709/18 é claramente inspirada no General Data Protection Regulatzon,.ume.ivirsao atualizada
de outra lei de privacidade da Unido Europeia, chamada “Data Protect.ion Dzrectt.ve que estava em
vigéncia desde 1995, objetivando tutelar o tratamento dos dados pessoais de seus cidadaos.



250  VITOR ALMEIDA E IAN BORBA RAPOZO

dados de maneira clara e explicita, vedando sua utilizagio para qualquer Olityg
fim diverso do informado. Por sua vez, o principio da nao discriminacio garange
que os dados ndo serdo utilizados para fins discriminatérios ilicitos ou al)usi_vos‘
tendo-se por medida tanto os critérios definidos em normas expressas Quangg
por principios como o da boa-fé objetiva.” Igualmente importante para a ty tely
dos direitos fundamentais em questdo € o principio do livre acesso, estabelecid,,
noart. 5% inciso IV, da LGPD. O principio em questio garante ao titular do dadg
que ele tem direito a consulta sobre a forma e o periodo do tratamento de seus
dados pessoais, de maneira gratuita e facilitada.

Pode-se afirmar, de fato, que vivemos hoje 0 momento mais expoente da
sociedade dainformacdo, o Estado d4 indicios de que sua atuagio serd no sentidg
de tutelas o tema com a amplitude necessaria. Nao obstante, nio éa primeiravey
que o tema € abordado pela academia, de forma que a cultura de informacio e
vigilancia, ainda que sob outras nomenclaturas, foi objeto de estudo de diversos
filésofos desde o século XVIII.

Jeremy Bentham, em 1785, concebia a ideia do que chamou de “dispositivo”,
em sua obra O Pandptico, que consistia num edificio circular, com celas separadas
emcadaandar, até o topo, com uma torre de vigilancia ao centro. Um espagovazio
entre a torre e o edificio, somado a0 jogo de luzes e aberturas adequado, tornava
possivel o rompimento do bindmio ver-ser visto, de forma que apenas os vigias
da torre teriam a possibilidade de exercer vigilancia sobre os presos, que, sem
conseguir enxergar o interior da torre, jamais saberiam se estariam de fato sendo
vigiados naquele momento, criando a ideia de vigilancia constante.

O Pandptico néo foi originalmente pensado para ser uma prisdo, mas é,
na verdade, um principio basico de construcio a ser aplicado nas situacées em
que haja o que Jeremy Bentham chama de habitantes involuntarios, reticentes
ou constrangidos, como sao os detentos de uma prisio, mas também em outros
casos, como escolas ou asilos.”

Séculos mais tarde, ao se dedicar ao estudo das instituicées disciplinares da
sociedade moderna, Michael Foucault retoma o panéptico de Jeremy Bentham
e aponta que um de seus efeitos mais relevantes ¢ exatamente o de induzir no
detento um estado permanente de visibilidade a partir do qual é assegurado o
funcionamento automatico do poder. O filésofo francés esclarece que, para se
atingiraeficiéncia de tal efeito, é necessario que o pandptico seja, a0 mesmo tempo,

5. MULHOLLAND, Caitlin, Dados pessoais sensiveis e a tutela de direitos fundamentais: uma andlise a
luzdaLeiGeral do Protegio de Dados (Lei 13.709/18). R. Dir. Gar, Fund,, v. 19, n., 3,p. 163-165, Vildria,
sel./dez. 2018,

6. BENTHAM, Jer¢my. O Pandptico. 2. ed. Belo Horizonte: Auténtica Editora, 2008, p. 89.

7. Idem, ibidem, p. 89.
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excessivo e muito pouco. O excesso se ddapartir daimperatividade de que aquele

ue estd sendo vigiado se sinta de fato observado atodo o tempo, ainda que nio o
esteja sendo realmente. De outro lado, o pandptico € muito pouco por nao neces-
sitar realmente da vigilancia constante e ininterrupta, bastando a sensagio de que
assim seja. Para o autor, quanto maior é a quantidade de informacoes que se tem
sobreumindividuo, maior é a possibilidade de se controlar o seu comportamento.?

Tal nogao de constancia se assemelha a construcéo do conceito de Big Other
feita por Shoshana Zuboft, para quem este fendmeno pode ser descrito como o
nascimento de uma arquitetura universal inédita, cuja existéncia se encontra em
algum ponto entre o natural e o divino. O Big Other, em outros termos, seria um
novo regime de fatos independentes e independentemente controlados, criado a
partir daanalise e tratamento de Big Data nasociedade contemporanea, de forma
ajogar por terraa necessidade, por exemplo, dos contratos e das diversas formas
de governanga, ao passo que haveria uma espécie de consciéncia autdnoma, que
seoriginou e seretroalimenta dos mais diversos dados gerados pelos individuos.’

Entenda-se isso no sentido que os dados, uma vez captados, alimentam um
regime que ndo depende mais da atuagdo humana direta pra funcionar porque ja
conta com a fonte (0os dados) e com a forma de operacionaliza-los - Inteligéncia
Artificial e Machine learning, por exemplo.

Em 1999, ao tratar da sociedade em rede, Manuel Castells explica que tais
redes seriam, na verdade, como um conjunto de nds interligados e que em cada
nd se encontraria o ponto de encontro dos diversos fluxos de informagdo, em um
cenério cujo funcionamento da estruturasocial seria dependente das tecnologias
digitais de comunicagéo einformagao oriundas, basicamente, dainternet. Assim,
seria impossivel pensar as interagdes digitais como algo alheio ao mundo real,
construindo a nogido de que a internet, enquanto espago de fluxos, ndo seria uma
representac¢do da sociedade, mas sim a prépria sociedade.'

Com olhar contemporineo, Zygmun Bauman afirma que a vigilancia, no
panorama atual, se insinua em estado liquido. O fildsofo apresenta a denomina-
¢ao de modernidade liquida para um constante e fluido estado de mudanga, que
ndo se conserva em sua forma por muito tempo, reforgando o carater fragil das
relagées humanas e sociais. O autor correlaciona asideias de seguranga e discipli-

8. FOUCAULT, Michael. Vigiare punir: o nascimento da prisdo. Trad. Raquel Ramalhete, 42. ed. Petrépolis,
RJ: Vozes, 2014, p. 195.

9. ZUBOFE Shoshana. Big Other: capitalismo de vigilincia e perspectivas para uma civilizagao de infor-
magdo. In: BRUNO, Fernanda et al (Org.). Tecnopoliticas da vigildncia: perspectivas da margem. Trad.
Heloisa Cardoso Mouréo et al. Sdo Paulo: Boitempo, 2018, pp. 17-68; 42-44.

10. SCHNEIDER, Camila Berlim; MIRANDA, Pedro Fauth Manhaes. Vigilancia e seguranga publica:
preconceitos e segregagio social ampliados pela suposta neutralidade digital. Emancipagdo. v. 20, p.
06, Ponta Grossa, 2020.
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na, afirmando que, hodiernamente, a nogao de protecio seria concretizady Pel.
implementacédo de tecnologias de vigildncia no cotidiano. Esta concepeio SErifl
usualmente aplicada a categorias de pessoas, analisando, a partir do up iVersy
digital, quem seria indesejado e quem seria bem-vindo no meio social, Mode],
comumente encontrado em sistemas de controle de fronteiras, por exemplo, i1

Assim como no meio filosé6fico, o desenvolvimento das tecnologias e da
sociedade de informagdo ¢ um grande objeto de estudo e dedicagio da Ciéngjy
juridica, quer seja a partir da Lei n. 12.965 — 0 Marco Civil da Internet, promy).
gada em 2014, quer seja sob a dtica atual da ja referida Lei n. 13.709, a Lei Geryl
de Protegao de Dados Pessoais (LGPD)

Fato ¢ que, qualquer que seja a concepgio filoséfica ou sociolégica adotady,
pata tratar do tema, o cendrio de vigilancia que se impoe no presente e do qua|
néo hd mais como sair, criauma longa fila de desafios que devem serenfrentadog,

2. IMAGEM E PRIVACIDADE EM RISCO: OS EXEMPLOS DA INTERNET
DAS COISAS EDO RECONHECIMENTO FACIAL

Para adentras as consideragdes necessrias ao estudo da privacidade e da
imagem no contexto sob andlise, propde-se tomar como ponto de partida, ainda
que deformasuperficial, algunsaspectos da Internet das Coisas. O termo “Internet
das Coisas”, usualmente tratado pelasigla de sua tradugdo eminglésIoT - Internet
of Things -, ¢ utilizado para designar a conectividade de objetos cotidianos em |
umarede na qual estes, sensiveis  internet, sdo instrumentalizados com sensores
e se tornam capazes de tomar decisdes contextualizadas a partir de procedimen-
talidade algoritmica, desencadeando agoes e processamento de dados em uma
ampla rede de agéncias (mediacéoes).2

Qualquer objeto imagindvel pode, teoricamente, ser inserido no universo da
Internet das Coisas, desde que sejam eletronicos e capazes de se conectara internet.
De um simples relogio de pulso, até o indicador de niimero de vagas disponiveis
em um estacionamento e em que direcio elas estio ou um aviso espontineo no
painel do carro, informando em tempo real sobre o trinsito na cidade e o tempo
que o motorista levard até sua casa. Objetos que ja estdo presentes no cotidiano
se tornam inteligentes e tém suas fungées ampliadas a partir das agéncias, por
cruzamento de dados em rede.”?

11. Idem, ibidem, p. 5.

12, LEMOS, André; MARQUES, Daniel. Simposio Interiiacional LAVITS, Vigilancia, Democracia y Pri-
vacidad en América Latina: Vulnerabilidades y resistencias. 29y 30 de noviembre, 01 de diciembre de
2017, Santiago, Chile, p. 10-31.p. 11,

13. Disponivel em: https://www.proof.com.br/blog/internet-das-coisas/. Acesso em: 07 mar. 2020.
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perigosos? Na era da Internet das Coisas, essa ¢ uma questao que deve ser levaq,
muito a sério pelos pais, no exercicio da autoridade parental responsavel, e pej
legisladores por meio de leis repressivas.

Um especialista em seguranga cibernética revelou em 2017 um caso e .
volvendo a CloudPets, um conjunto de brinquedos fabricados pela empreg,
americana Spiral Toys. Os brinquedos permitem que os pais conversem com og
filhos remotamente. As conversas ficam gravadas e armazenadas - juntamente
com senhas encriptadas —- num servidor com pouca protegao pertencente a umg
empresa romena. As senhas eram facilmente decifraveis. O especialista escutoy
algumas das mensagens — conversas carinhosas entre os filhos e seus pais. Qualquer
um com mds intencoes poderia descobrir como falar com as criangas pelos brin-
quedos. Aparentemente, a base de dados violada em diferentes ocasides usando
um mecanismo de busca que identifica objetos conectados, e houve tentativas de
pedir um “resgate” a fabricante Spiral Toys.

H4, ainda, o exemplo dos dados derivados de transagdes econémicas me-
diadas por computador, que representam uma parcela significativa do big data
existente no mundo hoje. No entanto, como esclarece Shoshana Zuboff,' ha vérias
outras fontes de grande importancia e, dentre estas, encontram-se as cimeras de
seguranca publicas e privadas, considerando ainda qualquer espécie de aparelhos
com capacidade de gravagdo, desde smartphonesaté satélites de Google Street View.

Tamanha éaingeréncia dascitadas cimeras de monitoramento nasociedade
que ja foi forjado o conceito de uma sociedade construida com fundamento no
habito davigilancia, o que Jonathan Finn denomina “ver vigilantemente”. Segundo
oautor,” avigilancia de video vem se apresentando cada vez mais como conceito,
tema de andncios, expressdes de arte e formas de entretenimento e aponta que
a razdo para isso ndo ¢ somente um reflexo do acentuado aumento da pratica de
vigilancia no meio social, mas sim na sua manifestagio como um habito social.
Enquanto avigilanciainicialmente nos remete a forga policial eao monitoramento
de grupos e individuos por parte do Estado, atualmente é considerada em um
contexto contemporaneo que aponta paraum elemento verdadeiramente consti-
tutivo da vida social. Ndo se trata apenas de um aparato material ou técnico, mas
de um fendmeno que se tornou um verdadeiro estilo de vida, uma forma de ver,
compreender e se envolver com o mundo a0 nosso redor.

Para construir o conceito, Jonathan Finn parte de um triplice pilar que
indicam as caracteristicas principais da vigilancia contemporanea: (i) como

19. ZUBOFFE, Shoshana. Op. cit., p. 27-28.

20. FINN, Jonathan. Seeing Surveillantly: Survaillance as Social Practice. In: DOYLE, Aaron; LIPPERT,
Randy and LYON, David (Ed.). Eyes Everywhere: The Global Growth of Camera Surveillance. New
York: Routledge, 2012, p. 67.
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conceito estético, (if) como retdrica e (iii) como participa¢io na vida publica.
Em primeiro lugar, a vigilincia como conceito estético € uma caracteristica que
derivadoexacerbado quantitativo deimagenscriativas projetadas com finalidade
comercial, objetivando seu uso como contetdo visualem uma diversidade de atos
comunicativos. E o caso, por exemplo, de grandes bancos de imagens, genéricas
¢ variadas, disponiveis para a compra do usudrio para uso em publicagdes de

ublicidade na internet, exibicao na televisao ou o que mais suprir seu interesse
comercial. O ponto central desta caracteristica da vigilancia ¢ que os diversos
impactos e influéncias culturais que estes bancos de imagem podem gerar pas-
sam imperceptiveis, dando espago para a percepgdo destas imagens como uma
parte banal da vida cotidiana. As imagens em si s3o relativamente desprovidas
de significado, mas quando somadas a textos, cor e outras formas de formatagao,
ganhams significado especifico, normalmente direcionadoa disseminagdo deuma
mensagem comercial.”!

Subsequentemente, hé a caracteristica da vigilancia como instrumento de
retérica. Em contribuigdo diretaao processo de naturalizagio do videomonitora-
mento nasociedade, esta caracteristica faz referénciaa transformagdo da vigilancia
deum fendbmeno paraum mecanismo de comunicagio do entretenimento. Diver-
sosforam os filmes que trataram do tema, mas um exemplo ainda mais notavel é o
crescimento e sucesso dos programas de reality show. True Beauty, The Real World,
Temptation Island, Big Brother, Casa dos Artistas, A Fazenda, De Férias com o
Ex, No Limite, sdo alguns exemplos de midiatizagdo da vigilancia, com o uso do
videomonitoramento do cotidiano como linguagem de comunicagio, bem como
objeto central dos programas. Nesta mesma linha, os meios de comunicagdo de
massa se utilizam da vigilancia como instrumento narrativo, atribuindo um peso
especifico e elevado para as imagens obtidas por cimeras de vigilancia, como se
seu olhar supostamente automatizado, andnimo e onipresente representasse uma
visdo neutra e objetiva sobre a verdade dos fatos comunicados.*

Finalmente, a caracteristica da vigilancia como participa¢do navida publica
vem aumentando exponencialmente ao longo do tempo. No passado, para que
fosse possivel fazer uma filmagem ou mesmo uma captura deimagem estaticaera
preciso um grande aparato técnico, processos quimicos e muito tempo de espera.
Ao contrario, atualmente, com cAmeras cada vez mais potentes, menores € mais
leves, com mais capacidade de meméoria e resolugédo da imagem, nio é preciso
fazer qualquer esforgo para que se consiga um registro de video de um fato. Cada
agéncia bancaria ou loja conta com cameras de seguranga, assim como rodovi-
arias, aeroportos, pragas e vias publicas e até mesmo o mais simples smartphone

21. FINN, Jonathan. Op. cit., p. 72-73.
22. Idem, ibidem, p. 74-76.
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vendido hoje em dia conta com a0 menos uma cimera fotogréfica e de vide,, g
titulo de ilustracdo, em 2021, o Brasil registrou o uso de mais de um - 1,6 Mais
especificamente - siartphone por habitante. Mais especificamente, o pais ':Ont;.
hoje com 440 milhées de dispositivos digitais e dentre eles, 242 milhdes de apa.
relhos celulares inteligentes ativos.”

Videosamadores de fatos ocorridos na sociedade nao sdo raros e, somado,
a dados como os expostos acima, ¢ plausivel afirmar a que a vigilancia nj,
deve mais ser compreendida somente como uma tecnologia empregada pelog
Estados a fim de controlar populagdes perigosas ou como uma ferrament,
da qual as grandes corporagdes langam mao para atender aos interesses dq
capital global. De fato, esses fendmenos acontecem e devem ser objeto de se.-
vera investigacao e resposta juridica, mas, combinada com essas formas majg
tradicionais, o estado atual da vigilancia por cimeras de video na sociedade
aponta para uma mudanga geral na existéncia, fungdo e entendimento do
monitoramento na vida publica.*

E relevante notar, inclusive, que, em varias cidades pelo mundo as politicas
de videomonitoramento vém sendo questionadas e, as vezes, abandonadas, ain-
da que parcialmente. Em junho de 2020, a empresa IBM anunciou que deixaria
de realizar pesquisas, bem como deixaria de desenvolver e oferecer tecnologias
de reconhecimento facial, em razdo das patentes violagoes a direitos humanos
provenientes do emprego dessas tecnologias.® Na mesma linha, trés cidades do
estado da Califérnia e a cidade de Séo Francisco, nos Estados Unidos, baniram o
uso desse tipo de tecnologia para fins de vigilancia.*

3.  CONVERGENCIAS ENTRE OS DIREITOS A IMAGEM, PRIVACIDADE E
PROTECAO DOS DADOS PESSOAIS

A imagem recebeu protegdo constitucional no art. 5°, inciso X, ao lado da in-
timidade, vida privada e honra. O préprio comando da Constitui¢ao da Republica
de 1988 concedeu autonomia aquele direito, determinando sua inviolabilidade e
assegurando areparagio em sede materiale moral nashipéteses deviolagao. Ecerto
queestainviolabilidade ndo é absoluta quer em virtude do confrontocomaliberda-

23. Dadosobtidosa partir da pesquisaanual douso de TIrealizadaem 2021 pela Fundagao Getdlio Vargas.
Disponivel em: https://eaesp.fgv.br/producao-intelectual/pesquisa-anual-uso-ti. Acesso em: 1° jun.
2021.

24. FINN, Jonathan. Op. cit., p. 78.

25. Disponivel em: https://www.theverge.com/2020/6/8/21284683/ibm-no-longer-general-purpose-fa-
cial-recognition-analysis-software. Acesso em: 1°jun. 2021,

26. Disponivelem: https://epocanegocios.globo.com/Tecnologia/noticia/2019/05/centro-da-revolucao-

-tecnologica-sao-francisco-bane-o-uso-de-reconhecimento-facial-pelo-governo.html. Acesso em: 1°
jun.2021.
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de de expressdo®” quer em oposi¢ao ao direito a informagio,” eventos nos quais se
imp&e a necessdria ponderagio, com o fito de que se determine o “fiel da balanga”

Em sede infraconstitucional, o Codigo Civil de 2002 foi desastroso ao dis-
ciplinar o direito 4 imagem em seu art. 20. Ao Per.der‘ a oportunidad.e de propor
critérios razoaveis para os conflitos entre o direito a imagem e, a'hberdade de
expressdo e deinformagio, pecou, gravemente, 0 legislaflcl)r ordinario, p~reterindo
uma cléusula geral - mais adequada s hipé6teses conﬂ1t1vE1s em questdo — a um
enunciado rigido, fechado e demasiadamente restritivo. Nao obstante, o a%udl'do
dispositivo ndo foi capaz de representar legitimamente os interesses constitucio-
nalmente albergados de modo a refletir uma norma segura para os operadores
do direito e condizente com a sociedade atual tecnoldgica.

Indispensével, portanto, reler o dispositivo infracons.tituc/ion.al aluz da
centralidade e supremacia da Constituigao, fornecendo critérios habe.ls €seguros
4 composigdo dos conflitos imanentes ao dominio da prot'ec;?ao da imagem d.a
pessoa, eis que encartado como um dos mais importantes dlrleltos da personah‘-
dade - tanto é que merecedor de um dentre os poucos disposﬁqu reservado§ a
categoria no Cédigo Civil, bem como constitui um aspecto essencial da protecio
da pessoa humana.

Por sua vez, o direito a privacidade esta previsto na Constituigdo Federal de
1988, em seu art. 59, inciso X, que dispde que séo inviolaveis a intimic?ade: avida
privada, ahonra e aimagem das pessoas, assegurado o direito a inden%zac;af) Pelo
dano material ou moral decorrente de suaviolagao. Por suavez, o Cédigo Civil de
2002, em seu art. 21, estabelece que “avida privada da pessoa patural é il}Yiolével,
e 0juiz, a requerimento do interessado, adotaréd as ,}’)rov1dénc1as necessarias para
impedir ou fazer cessar ato contrario a esta norma.

O laconico dispositivo dispensado ao direito a privacidade no Cédigo Civil
foi objeto da Agdo Direita de Inconstitucionalidade n. 4§15 que versava s'obre a
questdo das biografias nio autorizadas, de relatoria .da Min. Carmc.em Lucia, que
“julgou procedente o pedido formulado na ago direta para dar 1ntci:rpreta<;ao
conforme a Constituicdo aosartigos 20e 21 do Cédigo Civil, sem redugdo detexto,
para, em consonancia com os direitos fundamentais aliberdade de per'lsarr'le’nto
e de sua expressio, de criagdo artistica, produgdo cientifica, declarar 1n.ex1§,;1\‘/el
oconsentimento de pessoabiografada relativamente a obrasbiograficas literdrias
ou audiovisuais, sendo por igual desnecessaria autorizagdo de pessoas rfetrata’l,das
como coadjuvantes (ou de seus familiares, em caso de pessoas falecidas)”

27. Art. 50 [...] IX - élivre a expressdo da atividade intelectual, artistica, cientifica e de comunicagio, inde-

pendentemente de censura ou licenga, N |
28. Art. 50 [...] XIV - é assegurado a todos o acesso 2 informagao e resguardado o sigilo da fonte, quando

necessario ao exercicio profissional.
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De fato, o solitdrio dispositivo ndo corresponda a atual dinimica dg Pri.
vacidade em tempos atuais, que deixa de ser exclusivamente um direito 3 ficay
sozinho e ndo ter seu microcosmo domiciliar violado para atualmente alcangay
direitod autodeterminagao informativa ed protegio dos dados pessoais. Osdadog
pessoais hoje sdo facilmente obtidos com a mera navegagao na internet ou o Usg
dosaplicativos, cada vez mais comuns no cotidiano dos usudrios de smartphoneg,

Porisso, durante muito tempo se reclamou por uma tutela mais enérgica dy
privacidade diante das novas tecnologias, especialmente com o advento e, apds, a
democratizagao da internet. Apés longa espera, finalmente foi promulgada a Lej
12.965/2014, conhecida como Marco Civil da Internet (MCI), que dispoe sobye
os principios, garantias, direitos e deveres para o uso da internet no Brasil. Com,
o Marco Civil da Internet, o legislador se posicionou claramente pela necess;-
dade de regulamentagio da internet, mas garantindo a liberdade de expressao,
a neutralidade da rede, a privacidade e a criagio de novos modelos de negocio,
nos termos do art. 3°da Lei.

Resta nitido o balanceamento dos valores constitucionais realizado pelo
legislador, eis que, a0 mesmo tempo, em que se preservoua privacidade, os dados
pessoais, e a neutralidade da rede, por outro lado, quis o legislador reafirmar o
espago virtual como um locus genuino para o exercicio dasliberdades fundamen-
tais, constitucionalmente garantidas, mas desde que sejam exercidas dentro do
contexto de solidariedade social.

O art. 3°do Marco Civil da Internet estabelece, portanto, que a internet bra-
sileira se encontra alicergada em um tripé axiolégico formado pelos principios
da neutralidade da rede, da privacidade e da liberdade de expressio, que estio
ligadosentresi. Enquantoaneutralidade darede reforgaaliberdade de expressio,
aprivacidade representa seulimite. O direito & privacidade foi expressamente as-
seguradopelo MCl nosarts. 37,11, 8¢ 11. Em outras passagens, o MCI assegurou
a protecio aos dados pessoais, a inviolabilidade da intimidade e da vida privada
ea inviolabilidade e sigilo do fluxo das comunicagoes pela Internet.

A Lein. 12.965/2014 estabelece, ainda, em seu art. 7° uma série de direitos
dosusudrios deinternet, fortalecendo a protegdo daqueles que utilizam a internet
e garantindo o exercicio dos direitos fundamentais na rede. Tal dispositivo se
preocupou precipuamente com a protegao da privacidade do usudrio e o direito
a informacdo em relagdo a coleta, armazenamento e uso dos dados pessoais dos
usuarios.

Como jd visto, a Lein. 13.709, promulgada em 14 de agosto de 2018, dispoe
sobrea protecio de dados pessoais e alteraa Lei 12.965/14 (Marco Civil da Inter-
net), consolidando-se assim como a Lei Geral de Protegao de Dados brasileira
(LGPD). Nos termos do seu art. 1°,a LGPD “dispoe sobre o tratamento de dados
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essoais, inclusive nos meios digitais, por pessoa natural ou p.or‘pessoaju.ridicu
de direito piblico ou privado, com o objetivo de prn.leger os direitos fun‘damezl—
tais de liberdade e de privacidade e o livre desenvolvimento da persor.lalllde.lde da
essoa natural”, Estabelece ainda no seu a.rt 22 o§ fu‘ndamenlug da‘ dls.upl%na da
protegio dos dados pessoais, realgando a importéancia do respeito a privacidade.

Em seu art. 2°, inciso IV, a Lei de Prote¢do de Dados Pessoais assegura
expressamente que a protegdo de dados tem como um de seus funda:lmentos a
inviolabilidade da intimidade, da honra.e da imagem. l.Em setembro e_2020,ze;
entidade Coalizao Direitos na Rede emitiu uma nota assm.ada por15 entldades1
a respeito de um projeto de videomonitoramento a ser/m.lplantado no es(‘;ado
do Cear4, na qual afirma que a imagem é um dado blometrlco & portanto, dado
sensivel aos olhos da LGPD, o que implica em uma maior ate’nqao em seu t_rata—
mento. A nota aponta ainda que a imagem de um individuo é um 'dado ,up1code,
diferentemente de senhas ou numeros de telefones, as caracteristicas fisicas da
pessoa nio sio alteradas facilmente.

Com a expansio acelerada e naturalizagdo do monitoraménto por Yideo na
sociedade contemporénea, nio é de causar espapto quea quantld.ade de 1ri1~agegs
capturadas no cotidiano seja igualmente gliandlosa. Surgem, ziimm, questdes 52
vérias ordens que sdo merecedoras de atengaoe est}ldo paramelhor compreenf1
e, dentreelas, estd o tratamento dispensado a essas imagens facilmente capi[urad as
quando um individuo se dirige a padaria ou mesmo quando entrano e evador
de seu condominio, o que envolve ndo apenas sua imagem, mas seu direito a
privacidade.

A concepgdo mais contemporaneado direito aimagem éaquela %u,e a 1‘relacilo-
nanio mais apenas aos aspectosfisicos da pessoe} retrat'ada, mas tam 'em aqueles
que sio relativos a0 seu comportamento no dmbito social, tendo em Yl.Sta q}1e I?f)r
maisdificil que sejaa definigao de algunselementos como humor ou jeito, el zs %aE
essenciais paraa identificacio de uma pessoae, po.rtunt?, legalmente yl)‘r(;)tzgld olsl.m
dizer, qualquer expressao, representacio ou 1dent1ﬁc.'au;ao d'a personal1 i ba ede t
individuo é imagem para os finslegais, de on.de surge 1n.c.lus1ve osdes 0 razlnen oZ
de imagem atributo da pessoa, ou seja, atr1b1'1tos p051't1v0s %u ne~ga§(1)vos e um
pessoa apresentados a sociedade e que permitem sua identificacéo.

Vale mencionar ainda que, como manifestacdo da dignidade humana‘e com
status constitucional, o direito aimagem impde sempre quea eventual aliltlorlzac;ao
paraseuuso e divulgagio seja interpretada de forma restritiva - assemelhando-se

29. Disponivelem: https://direitosnarede.org.br/2020/09/04/nota-sobre-projeto-de-videomonitoramen-
. to-no-ceara-e-em-defesa-de-maior-debate-publico/. Acesso em: 20 mar. 2021.‘ il BB

30. MEDON, Filipe. O direito 2 imagem naeradas deepfakes. Revista Brasileira de Direito Civil - ivil.
. v.27, p. 258, Belo Horizonte, jan./mar. 2021.
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ao tratamento dos dados pessoas, de forma geral. E, mais ainda, é imperiogq
se tenha em mente que todaa protecao dispensada ao direito d imagem & imp
a todo momento, ou seja, em sua autorizacao, em sua divulgagio, mas t
em sua origem: o momento da captura da imagem.”

Que
Usta
AMbéyy,

O conceito de privacidade, de igual maneira, evoluiu com o passar dos anog e
atualmente, tratada na Constituigao Federal, como um direito fundamental, emy SeL;
art. 5% inciso X enoart. 21 do Codigo Civil de 2002, nao estd mais associada unicg_
mente ao direito de ser deixado s6, abarcando também as situacées concernenteg
aliberdade de escolhas de caréter existencial e ao controle de dados sensiveis pe],
seu titular. Nesse sentido, afirmar-se, no direito contemporéineo, quea privacidade
é diretamente relacionada ao controle sobre suas préprias informacdes.*

Diferentemente dos Estados Unidos, onde a privacidade encontra suasraizeg
em um direito do individuo, de carater negativo, a concepgio europeia aborda
o aspecto social da privacidade, desenvolvendo-a com caracteristicas de direito
positivo, de forma que se exige do Estado medidas para garantir a protecio de
dados pessoais. Foi a partir da visdo europeia que a privacidade mostrou sey
novo perfil, desdobrando-se no direito 4 autodeterminacio informativa, o que
¢ extremamente valioso no contexto da sociedade hodierna, em que a prépria
informacao se tornou um bem.*

Para que se tenha uma nogdo mais pratica de como funciona a dinimica do ‘
“mercado” de informagdes online basta perceber que o download de aplicativos

como Facebook, Instagram ou Whatsapp néo é gratuito, como aparenta ser. Os ‘
dados de usudrios se tornaram uma das moedas mais valiosas atualmente e,
teoricamente, ao concordar com os termos e politicas de uso desses aplicativos,
0 usudrio autoriza que suas informagdes estejam disponiveis para o acesso do |
governo e de outras empresas.

Em suma, como leciona Caitlin Sampaio Mulholland,* h4 trés concepgoes
possiveis a respeito do direito a privacidade: (a) o direito de ser deixado sé; (b) o
direito de ter controle sobre a circulagio dos dados pessoais (autodeterminacio
informativa) ; (c) o direito a liberdade para escolhas de caréter pessoal. No pri- ‘
meiro ponto, referente ao direito de ser deixado s, quando o controle de acesso diz

31. Idem,ibidem, p.255. ‘
32. MULHOLLAND, Caitlin. Dados pessoais sensiveis e a tutela de direitos fundamentais: ama analise
i luz da Lei Geral do Prote¢ao de Dados (Lei 13.709/18). R. Dir. Gar. Fund., v. 19, n. 3, p. 172, Vitéria,
sel.fdez. 2018,
33. PEIXOTO, Erick Lucena Campos, EHRARDT JUNIOR, Marcos, Breves notas sobre a ressignificagio ‘
daprivacidade. Revista Brasileira de Direito Civil - RBDCivil, Belo Horizonte, v. 16, p-43,abe/jun. 2018,
34. MULHOLLAND, Caitlin. Dados pessonis sensivels e a tutela de direitos fundamentais: ama andalise A ‘
luz dy Lei Geral do Protegdo de Dados (Lei 13.709/18). R. Dir. Gar. Fund., v. 19,n.3,p.172-173, Vitéria,
set.fdez. 2018.

_
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respeito aalgofisico,um ambiente como, por exemplo, a casa do individuo, trata-se
da dimensao espacial da privacidade. Sob outra perspectiva, quando o controle de
acesso concerne a algo intangivel, admite-se a divisao em dois tipos: o primeiro,
o aspecto decisional da privacidade, € atinente a protecgdo contra a interferéncia
indesejada em relagio as acdes e decisoes individuais; ja o segundo, resume-se na
autodeterminacioinformativa, ouseja,adimensio informacional da privacidade.”

Interessante notar ainda que no campo da IoT, a dimensdo decisional da
privacidade terd constantemente um ponto de encontro com a dimensio infor-
macional, ao passo que diversos assuntos que dizem respeito a0 modo de viver
dos individuos acabam sendo convertidos em dados sensiveis, cuja protecio,
nestes casos, é imprescindivel para a integral tutela dos direitos dos usuérios.*
Um exemplo de violagdo da privacidade diretamente relacionado ao universo da
TIoT ocorreu no ano de 2018, quando as Cortes de diversos estados norte-ameri-
canos comecaram a enfrentar casos judiciais envolvendo a assistente pessoal da
Amazon, a Alexa. Supostamente, o aparelho somente deveria gravar em dudio o
que acontece no ambiente em volta ap6s o usudrio dizer o nome do aparelhg em
voz alta ou alguma palavra de ativagdo previamente selecionada. Apesar disso,
diversos usudrios notaram que suas conversas estavam sendo gravadas — ealgumas
vezes enviadas a contatos aleatérios - sem que isso fosse requisita

Alei estabelece, como regra geral, que qualquer pessoa que pretenda realizar
alguma forma de tratamento de dados pessoais somente poderd fazé-l~o apartirde
uma base legal sélida, condizente com a espirito protetivo da.leglslaq.ao. Essas ba-
ses legais podem ser localizadas no art. 7° da LGPD, no que d}z respeito aos dados
pessoais e, relativamente aos dados pessoais sensiveis,” espec1almente, em.seu afl.
11. Apesar do entendimento de que as hip6teses elencadas em ambos os artigos sdo
taxativas, ha ainda a existéncia de algumas hipéteses “coringas’, como o caso, por
exemplo, do tratamento de dados baseado no legitimo interesse do controlador.®®

O art. 4° elenca os casos de exclusdo, em que o tratamento de dados pesso-
ais ndo serd regido pelos preceitos da LGPD. Dentre tais previsdes hd, no inciso

35. PEIXOTO, Erick Lucena Campos, EHRARDT JUNIOR, Marcos. Breves notas s9bre a ressigniﬁcagéo
daprivacidade. Revista Brasileira de Direito Civil- RBDCivil, v. 16, p. 48, Belo Horizonte, abr./jun. 2018.

36. Idem, ibidem, p. 51. )

37. OArt.5°daLeiGeral de Prote¢io de Dados Pessoais define de forma objetivao que a normaem questao
entende como dados pessoais e dados pessoais sensiveis, respectivamente, em seus incisos Tell:1-
dado pessoal: informagao relacionada a pessoa natural identificada ou identlflc%lyel; 11 - .dado Pes§oal
sensivel: dado pessoal sobre origem racial ou étnica, convicgdo religiosa, opinido p‘()lltl’Ca, ﬁhaqag a
sindicato ou a organizagio de carater religioso, filos6fico ou politico, dado referente a satide oua vida
sexual, dado genético ou biométrico, quando vinculado a uma pessoa natur.al.

38. TEFFE, Chiara Spadaccini de; VIOLA, Mario. Tratamento de dados pessoais na LGPD: estu.df) .so.bre
as bases legais. In: Civilistica.com. a. 9, n. 1, p. 4. Rio de Janeiro, 2020. Disponivel en: http://civilistica.
com/tratamento-de-dados-pessoais-na-lgpd/. Acesso em: 11 jan. 2021.
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[11, alinea “a", a exclusdo de aplicagio da LGPD quando o tratamento de dag,
pessoais for direcionado para fins exclusivos de seguranga publica, hipétege ds
especial interesse para o presente estudo, tendo em vista que ¢ no argu mengg d:
garantia da seguranca publica que muitas vezes se fundamentam as aplicagge,
de vigildncia por cdmeras de video nos espagos piblicos. H4, ainda, no Pardgrag,
primeirodo referidoartigoa previsao de que o tratamento de dados pessoais cop,
base nas hipdteses de exclusio do inciso I11 serd regido por legislagao especig]
criada para este fim, Por ato do Presidente da Camara dos Deputados assinadg
em 26 de novembro de 2019 instituiu-se a Comissio de Juristas Sobre Seguranc,
Publica, com o objetivo de elaborar a legislacao referida.*

Apesar das previsoes taxativas e “coringas” da LGPD sobre as bases legais
para tratamento de dados pessoais, a compreensao geral é de que a interpretacio
do consentimento, sob a 6tica da LGPD, deve sempre ser restritiva, vedado o sey
tratamento para qualquer outra finalidade diversa daquela para a qual o titulay
dos dados consentiu.” Percebe-se, entdo, que o tratamento de dadoslastreado no
legitimo interesse do controlador é um ponto sensivel, por ser hipétese bastante fle-
xivel, de forma que “quanto mais invasivo, inesperado ou genérico foi o tratamento,
menor serd a probabilidade de que seja reconhecido o legitimo interesse”*! Insta
mencionar que a proprialei, quando menciona a base legal do legitimo interesse,
cria também o limite para o tratamento de dados a partir deste fundamento em
casos nos quais devem prevalecer direitos e liberdades fundamentais do titular
que exijam a prote¢ao dos dados pessoais.

Nesse sentido, apesar de ser um fendmeno intrinseco  vida em comuni-
dade, o que parece ser uma simples captagao de imagens do cotidiano pode se
desdobrar em préticas potencialmente lesivas. Uma das grandes preocupacaes
levantadas, por exemplo, é a possibilidade de reconhecimento facial por Inte-
ligéneia Artificial como forma de controle e a confirmacao visual de eventos.
Com o crescente desenvolvimento tecnoldgico e a possibilidade de reconhe-
cimento de pessoas a partir de cruzamento de informacoes com bancos de
dados, aimagem capturada se revelacomo uma robusta fonte das mais diversas

39, “Institui Comissao de Juristas destinadaa elaboraranteprojeto de legislagaoespecifica parao tratamento
dedados pessoaisnoambito deseguranga priblica, investigagaes penaise repressiodeinfages penais,
conforme o disposto no artigo 4¢ inciso HI, alineas W' e 'd’ da Lei 13.709, de 14 de agostode 2018”7 BRA-
SIL. Gimara dos Deputados. Ato do Presidente de 26.11.2019. Disponivel em: https://www2.camara,
leg br/atividade-legislativa/comissoes/grupos-de-trabalho/56a legislatura/comissao-de-juristas-da-
dos-pessoais-seguranca-publica/conheca-a-comissao/crincao-e- constituicao/ato-de-criacao. Acesso
em: 02 jun. 2021. No més de julho de 2020 realizou-se de forma remota o Semindrio Internacional da
Comissao de Juristas - Protegio de dados pessoais e investigagio criminal. No entanto, até o momento,
nao houve apresentagio de qualquer projeto de lei sobre o tema.

40. TEFFE, Chiara Spadaccini de; VIOLA, Mario. Op. cit., p.6.

41. Idem,ibidem, p. 14.
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informacdes sobre os individuos, o que desafia a atengdo em sua interpretagio
! 2
de acordo com esta natureza.*

Originalmente, astécnicasde reconhecimento _facial for'am concebida}s c](D)m
a finalidade de tentar superar as capacidad~es - ou incapacidades — d.(l)hcere Crlo
humano no que diz respeito & memorizagao e processamengo <fie mi bar:,s t:
faces pelas quais passa todos os dias. No entanto, atualment(z),1 e f(>rmal asi ;Snde
acentuadaapés osataques terroristasde 11de setemblro <~1e 2001, as ecnotoigS e
reconhecimento facial vém sendo empregafias por (?rga_o.sdgoxiernamen ate Eom
regular o fluxo de pessoas a partir da identificagdo individual, novamen

“hli 43
fundamento na garantia da seguran¢a publica.

H4 atuacio semelhante no Brasilno que diz'respc.eito a implantac;a(; rclitz teécon(;)(-)
logias de reconhecimento facial. Cita—se,. exempllf_lcatlvamer_ltei[jaﬁacirjasna ;:even_
programa “Rio+Seguro’, na cidade do Rio de Janeiro, quesejus 1t P Easeada
¢do adesordem urbanaea criminalidad.e. A tecnologla apresenta aI L buseada
em um software de reconhecimento facial com func1ogame(;1to P;)r r; ge gu ne
Artificial que seria capaz de identificar suspeitos e foragidos do sistema de justi¢
e, assim, possibilitar sua apreensdo.*

A expansio das tecnologias de re@nhecimento facial mun(.flo zlfrcr)lrarl; ;e;;
especial sob o manto da seguranga publica, preocupa sobremarizu;iao ey
do alto potencial lesivo aos direitos da persorllalfdade, a.e)(;emp 0 do direito 8
imagem, bem como da infinidade de usos possiveis z.lpart1r a captur lquI;a =
distorcer seus fins e permitir praticas discriminatérias e, portanto, viola
direitos fundamentais.

" Nesse sentido, Danilo Doneda defende que a/protec;éo dos dac.los %esgo?;s
é um direito fundamental, eis que ancorado na c.:la:usula geral. de dignida de da
pessoa humana. Cabe esclarecer que, segur}do l.1qa‘0' do referldodaul';or,to amz
deve ser compreendido em um sentido mais pr1{n1t‘1v.o,fem esta (f) ?elf;élrll n
espécie deinformagdo em potencial, e’nquanto aprépriain orr?ac;:ao gz elerenct
a algo além do dado puro, ¢ 0 dado ja tra‘Eado, al.ca.nc;ando 0 1m1;1rd ¢ feslier;
As informagdes pessoais, por exemplo, s30 jcrafha'onal_mente trada as e
juridica sempre relacionadasa tutela do direitoa p.r1vac1dac.le%ten 0 ?m\; Osf[la ‘
é possivel tracar uma relagao inversa entre quantidade de informagao exp
o grau de privacidade do individuo.*

i : . O Uso de tecnologias de reco-
= Irjlllaecc;i}r{ri;rsli(zgfi:c;i23Il;i\s/falgals\’e:fnari?lttlzlligéonct:rilag::tsif?c?alc? 0S gﬁ;ift{(? I;g?otgqéo de dados. Regvista Direito
Piblico,v. 17 n. 93, p. 87-88, Brasilia, maio/jun., 2020.
43. Idem, ibidem, p. 86.
ié geonlzl’létl))idAfnl;;Ir){iii-i‘;rotegéo dos dados pessoais como um direito fundamental. Espago Juridico, v.
12, 1.2, p. 94. Joagaba, jul./dez. 2011.
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Para que algo seja caracterizado como informagio pessoal, é imperiosg Que
cumpracom determinados requisitos caracterizadores. Acimadetudo,a infonna_
¢do deve ostentar um vinculo objetivo com uma pessoa determinada, de foryy,
revelaralgo especifico sobre aquela pessoa.’ E o caso, por exemplo, do nome, que
se refere a um atributo da personalidade que pode ser relacionado direlamenteé
pessoa. Fi também o caso da imagem fisionémica de um individuo, uma vez que
a partir de uma simples representacio estatica, como uma fotografia, é POssivel
identificar uma pessoa e atribuir aelauma série de informagdes pessoais sensiveig,
como religido, determinada condigao de satide ou habitos alimentares. No caso
deimagens em movimento, como as que sao capturadas desde o estacionamenyy,
do supermercado até a entrada do apartamento no corredor do condominio, ¢,
potencial informativo ¢ ainda maior.

da

Outro ponto aser considerado é que a extragdo de dados a partir de cAmeras
de video, assim como acontece na maioria dos casos de captura de imagem no
cotidiano, éum processo unidirecional. “Os processos extrativos que tornam o big
data possivel normalmente ocorrem na auséncia de didlogo ou de consentimento,
apesar de indicarem tanto fatos quanto subjetividades de vidas individuais”+
Justamente em razdo da unilateralidade do processo de coleta, os individuos nio
tém consciéncia dafrequéncia com que seus dados, especificamente suaimagem,
sao capturados rotineiramente. Quer seja porliteralmente niio notarem a presenca
massiva de cdmeras de seguranca navida cotidiana ou, o que é mais plausivel, por
terem naturalizado a pratica da vigilancia de video na sociedade.

Contudo, éimportante dispensar atengdo também ao direito 2 imagem como
um direito fundamental auténomo, assim reconhecido no art. 5°, inciso X, da
Constitui¢do Federal. Os precursores do estudo dos direitos da personalidade nio
tratavam a imagem, em sua origem, como um direito auténomo, em razio dos
equivocos que muitos apontam da redagio do at. 20 do Cédigo Civil que vincula
atutela da imagem a umalesdo a honra, boa fama ou a respeitabilidade ou ainda
a destinagdo comercial. Nada disso afasta, porém, a concep¢ao da imagem com
uma manifestagao da personalidade de seu titular.*® Justamente em razio dessas
caracteristicas o uso da imagem alheia carece sempre de autorizacio e, apesar
de admitir-se a possibilidade de autorizagao ticita, sua interpretacio deve ser
sempre restritiva e seu uso limitado aquilo que foi inequivocamente autorizado.*

Um caso recente envolvendoa paginado Facebook da Epic Bookinge a Agéncia
de Protegao de Dados Dinamarquesa em janeiro de 2020 pode contribuir com a

46. Idem, ibidem, p. 93.

47. ZUBOFE, Shoshana. Op. cit., p. 33-34,

48. SCHREIBER, Anderson. Direitos da personalidade. 2. ed. Sao Paulo: Atlas, 2013, p. 105,
49. Idem, ibidem, p. 119.
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compreenséo da relevincia do tema. A Epic Booking é uma empresa do setor de
fotografia e atua no registro visual de eventos para os quais ¢ contratada, dispo-
nibilizando discotecas méveis e médquinas automaticas de selfie, por exemplo. O
ponto sensivel é que as fotos tiradas nos eventos, inclusive de criancas e jovens,
eram disponibilizadas na pagina do Facebook da empresa para que qualquer
usudrio tivesse acesso e, ainda, sem estabelecer previamente um prazo de arma-
zenamento,*

A Agéncia de Prote¢do de Dados Dinamarquesa concluiu que o consenti-
mento dado pelas pessoas nas fotos ndo atendia aos requisitos da informagio,
especificidade e voluntariedade. A Agéncia concluiu ainda que a empresa nio
cumpriu as regras sobre o dever de fornecer informagdes de forma adequada
e que era contrdrio ao principio da retengdo de armazenamento que a empresa
responsavel néo tivesse definido um prazo especifico de exclusdo das imagens
de sua pagina no Facebook. Foi determinado que a Epic Booking excluisse de sua
pégina todas as fotos processadas sem o consentimento vélido dos titulares dos
dados e que fosse estabelecido o prazo de 60 dias para a exclusdo das imagens
da pagina da empresa. A justificativa central para a decisio tomada pelo 6rgéo
é exatamente o fato de que a publicagdo de imagens de pessoas identificdveis na
internet é considerada um tratamento de dados pessoas, ensejando a tutela das
regras de protegdo de dados adotadas por aquele pais.*'

O ponto sensfvel da questéo é que o videomonitoramento, combinado com
as tecnologias de Inteligéncia Artificial, apesar dos inegdveis avangos proporcio-
nados, geratambém um campo aberto para praticas com grande potencial nocivo
paraasociedade, em especial, para os grupos minoritarios, uma vez que por mais
autdnomos e movidos por algoritmos que sejam, estes sistemas sdo alimentados
com os olhares viciados dos humanos que os criam. Este processo consistente em
carregar sistemas com os mais diversos dados e atribuir a capacidade de instru-
mentaliza¢do destes é chamado aprendizado de maquinas e, apesar de sua aparente
neutralidade, ele pode potencializar os preconceitos, esteredtipos e desigualdades
ja existentes no meio social.”

As ferramentas de videovigilancia e videomonitoramento, extremamente
presentes no cotidiano da vida urbana e social, permitem o reconhecimento facial
e redimensiona a relagao entre seguranga e vigilancia. Com efeito, as cimeras de
seguranca nio focalizam exclusivamente grupos ou espagos tidos como perigosos

50. Disponivelem: https://www.datatilsynet.dk/presse-og-nyheder/nyhedsarkiv/2021/mar/ny-afgoerel-
se-offentliggoerelse-af-festbilleder-af-boern-og-unge. Acesso em: 04 maio 2021.

51. Disponivelem:https://www.datatilsynet.dk/tilsyn-og-afgoerelser/afgoerelser/2021/mar/epic-bookin-
gs-behandling-af-personoplysninger. Acesso em: 04 maio 2021.

52. SCHNEIDER, Camila Berlim; MIRANDA, Pedro Fauth Manhies. Op. cit., p. 9.
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ou suspeitos, mas com a notavel expansao e desenvolvimento dessas tecnologia !
alcancam o espago publico e privado, envolvendo as mais diversas silua%e:
cotidianas. A diversidade de tecnologias de reconhecimento ficil descorting di.
ferentes préticas e propésitos de vigilancia. No campo privado, o uso Comercjy
é representado por meio do acesso  aplicativos de bancos e outras plataformas
bem como em portdes eletronicos e computadores. Mais significativo, nog Es:
pagos piblicos o uso de tecnologia de reconhecimento facial para verificagao e
identidade e acesso a servigos publicos € ainda mais preocupante,

Por um lado, tais ferramentas promovem a seguranga, a eficiéncia dog
servigos e a sua personalizagdo, eis que o acesso fica restrito ao ser usudrio, ¢
que evita fraudes e usos indevidos. No entanto, como j4 alertado, as tecnologiag
de reconhecimento facial, potencializadas com os algoritmos da Inteligénciq
Artificial, apresentam riscos significativos a partir dos vetores de sua utilizacio
com potenciais maleficios diante da captura da representagéo fisiondmica dg
pessoa-usudria. A rigor, complexas e diversas sdo as questdes relacionadas a com-
preensdo e aplicagao dessas tecnologias, mas os variados fins a que se destinam
é importante ponto de partida para os debates a respeito da sua regulamentacio,
uma vez que os usos para fins de relagdo de consumo, de seguranga publica, de
lazer, entre outros, muito se diferenciam entre si e reclamam solu¢des distintas
em razdo dos propositos.

Os sistemas tecnoldgicos que permitem o reconhecimento facial descor-
tinam potenciais usos maléficos que, sobretudo, possibilita a sua utiliza¢io
abusiva e discriminatdria, em clara violagdo aos direitos humanos fundamentais.
A fisionomia da pessoa humana constitui atributo da personalidade que indi-
vidualiza e singulariza. Embora, conforma ja visto, a imagem néo se restrinja
a representagdo fisiondmica, eis que em seu aspecto dindmico contempla as
caracteristicas essenciais de cada individuo, indispensavel afirmar que que a
projecdo daimagem-retrato revela dados como idade, cor, etnia, sexo, origem,
entre outras informagdes sensiveis que permitem a discriminacio e a exclusdo
de determinadas pessoas. A rigor, o uso distorcido de tais tecnologias revela
a desumanizagao de pessoas que integram grupos historicamente margina-
lizados e segregados, eis que as expressdes fisiondmicas sdo estereotipadas e
caricaturadas. A rigor, o reconhecimento facial é uma tecnologia biométrica
que alinhada aos recentes avangos da Inteligéncia Artificial tem ampliado suas
possibilidades de aplicagao e potencializado osriscos de discriminacdo e ofensa
aos direitos fundamentais.

Decerto que hd problemas naimplementagao das tecnologias de videovigi-
lanciaevideomonitoramento, sobretudoaliadas asferramentas de reconhecimen-
to social. Em especial, as falhas técnicas e 0 uso prematuro de certas aplicagdes
potencializadas pela inteligéncia artificial provocam resultados injustos e discri-
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minatorios que atingem notadamente as populaqées.vulneréveis, a exemplo de
mulheres, negros, pessoas com deficiéncia e a c.omumdad'e LG]‘B»"l.“(AQIA.P+. Ouso
dosalgoritmos no reconhecimento facialimpulsiona uma l'npe'rv1.g1lar~1c1a quenem
sempre Promove a seguranga, mas, por vezes, reforgaa dlS?rl‘mll"laan e provoca
a exclusdo de certas pessoas, o que descortina a chamada injustica glgorltmlca.
Severa critica sofreu estudo de desenvolvimento de software.experlmental que
buscavaidentificar e diferencias rostos de pessoas homossefxuals e heterossexuals,
o que pode criar vieses algoritmicos perigos,os..53 No Brasil, o racismo estrutural
tem profundas implicagdes na seguranga ptblica, o que no campo do reconhe-
cimento facial pode gerar resultados enviesados e preconceituosos graves com
efeitos nefastos na liberdade individual e criminalizagdo d.e pessoas negras.
[lustrativamente, pessoas com deficiéncia podem sofrer discriminagao §m~apl1-
cativos de relacionamento ou similares, o que inclusive tem levado a criagao de
aplicativos especificos.*

Comapromulgacéo da Lei Geral de Protegdo de Dados Pessoais, é indispen-
savel reconhecer que as imagens-retratos das pessoas humanas revelam (%ados
essenciais sobre as identidades individuais, como sexo, idade, origem, func1~0na—
lidades, raga, etnia etc. Tais informagdes capturadas a partir da repres.entagao da
fisionomia sio indelevelmente sensiveis, 0 que impde que a tutela da imagem da
pessoahumanasejaaliadaa protegdo dos dados pessoais.* Cuidanll-se dedireitos
da personalidade, de indole fundamental, eis que ancorados na cla.usula geral de
protecdo e promogdo da dignidade da pessoa humana. Talvez seja o momento
de compreender que a estdtica imagem-retrato, na verdade, releva muitos dos
aspectos dinamicos da personalidade, eis que representa o que somos e como
nos apresentamos.

5. CONSIDERACOES FINAIS

Os principios da LGPD que chamam maior atengao S?.O os da finalidade
e da nio discriminacio, devido a sua grande relevancia social. De acordo com
o primeiro, todos os dados devem ser coletados e trat?dos para um propdsito
determinado, previamente estabelecido, e que deve ser informado ao titular dos
dados de maneira clara e explicita, vedando sua utilizagdo para qualquer outro
fim diverso do informado. Por sua vez, o principio da ndo discriminagao gar.ante
que os dados néo seréo utilizados para fins discriminatérios ilicitos ou abusivos,

53. Disponivel em: https://www.bbc.com/portuguese/geral-41250020. Acesso em: 29. qu. 202.1. .

54, Disponivel em:https://emais.estadao.com.br/noticias/ comportamento,brasﬂel.ro—crla—aphcatlvo-de—
-relacionamento-para-pessoas-com-deficiencia,70002860948. Acesso em: 29 lul. ‘202.1.

55. Cf. ALMEIDA, Vitor; RAPOZO, Ian Borba. Protegéo d}e dados pessoais, v1g11anc1.a e imagem: notas
sobre a discriminagdo fisiondmica. In: EHRHARDT JUNIOR, Marcos. (Org.). Direito civil: futuros
possiveis. Belo Horizonte: Férum, 2021, p. 219-250.
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tendo-se por medida tanto os critérios definidos em normas expressas qQuang,
por principios como o da boa-fé objetiva.

Pretendeu-se neste trabalho analisar as convergéncias e as intersegoes €Ntre
osdireitos a imagem e a privacidade em interagao com a protecao dos dados pes.
soais. Com a captura massiva de imagens no cotidiano e a circulagao de dadog no
meio social, desafia o intérprete a umaanilise nao apensas a partir do tratameng,,
juridico soba dtica cldssica dos direitos da personalidade, mastambém deacord,,
comanovalegislagdo especifica de tutela do tratamento de dados pessoais. Por fim,
como um dos desdobramentos potencialmente maléficos da vigilancia constante
e dasociedade da informagao, tratou-se brevemente do potencial discriminatg.
rio desse dado sensivel, tendo em conta os exemplos da Internet das Coisas, dg
videomonitoramento e do reconhecimento facial.

Os avangos tecnolégicos descortinam novas fronteiras na protecdo das
pessoas humanas, em especial a exigir uma tutela dos direitos da personalidade
compativel com o cendrio ja vivenciado. Ao passo que todos sdo direitos auto-
nomos indubitavelmente, por outro, uma andlise da imagem e da privacidade
desacoplada da necessaria prote¢ao dos dados pessoais ¢ insuficiente. Em um
mundo no qual astecnologias cadavez maissao articuladas com nossas atividades
mais corriqueiras e usuais € urgente refletir sobre uma tutela integrada e efetiva
em prol da protecdo da dignidade da pessoa humana.
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